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A NEW COMPUTATIONAL METHOD FOR A CLASS OF
FREE TERMINAL TIME OPTIMAL CONTROL PROBLEMS
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Abstract: We develop a numerical method for solving an optimal control problem whose terminal time
is not fixed, but is instead determined by a state-dependent stopping criterion. The main idea of this
method is to approximate the control by a piecewise constant function whose values and switching times are
decision variables to be determined optimally. The optimal control problem then becomes an optimization
problem with a finite number of decision variables. We develop a novel method for computing the gradient
of the cost function in this approximate problem. On this basis, the approximate problem can be solved
using any gradient-based optimization technique. We use this approach to solve an aeronautical control
problem involving a gliding projectile. We also prove several important convergence results that justify our
approximation scheme.
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Introduction

In this paper, we consider an optimal control problem for a system of ordinary differential
equations whose terminal time is determined by a stopping criterion. This stopping criterion
is defined by a smooth surface in the state space; when the state trajectory hits this surface,
the system stops. Hence, changing the input to the system not only influences its state
trajectory, but also changes the time horizon over which it evolves. The problem is to
choose the control input function in an optimal manner.

This type of optimal control problem was introduced in [8], where a control policy was
sought for a gliding projectile launched from an aircraft. The control function in this context
is the glider’s angle of attack; the state represents its horizontal and vertical coordinates.
The problem is to vary the glider’s angle of attack during flight so that the glider covers
as much ground as possible before crashing. In [8], a numerical method is discussed for
solving this problem. Another numerical method is discussed in [9]. Both of these methods
are based on control parameterization, whereby the control is approximated by a piecewise
constant function with pre-fixed switching times. Under this approximation scheme, the
original optimal control problem is reduced to an approximate optimization problem with
a finite number of decision variables. The approximate problem can then be solved using a
standard optimization method, such as a quasi-Newton method [5, 6].

The numerical methods discussed in [8, 9] have several disadvantages. First, the switch-
ing times for the approximate controls are pre-specified and cannot be varied adaptively
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during the optimization process. Thus, a very fine discretization of the time horizon may
be necessary to ensure accurate results. Second, the methods for computing the gradient of
the cost function involve integrating two systems of differential equations—the state system
and the so-called costate system—successively in different directions. Since the state and
costate systems are integrated in opposite directions, it is impossible to ensure that their
knot sets coincide (unless a crude integration technique with fixed step lengths is used).
This is a major problem, because the costate system actually depends on the solution of
the state system. Therefore, the state needs to be interpolated when the costate system is
being solved, which compromises accuracy.

Furthermore, the numerical method proposed in [9] involves not one, but two successive
approximations of the original optimal control problem. In fact, in this method, for every
primary approximate problem a sequence of secondary approximate problems needs to be
solved. The method in [9] is therefore very complex and intensive.

In this paper, we propose a new computational method for solving the optimal control
problem formulated in [8, 9]. This method, like those in [8, 9], is based on control parameter-
ization. The major difference is that we use a more flexible piecewise constant approximation
of the control. More specifically, we allow both the control heights and the control switch-
ing times to be decision variables. Hence, the control switching times do not need to be
specified beforehand and are instead determined optimally. Furthermore, inspired by work
in [3, 4, 11], we develop a new scheme for computing the cost function’s gradient. Our new
scheme involves integrating an auxiliary dynamical system forward in time, simultaneously
with the state system. Accordingly, state interpolation is not required. This makes our new
method much easier to implement than those in [8, 9].

Problem Statement

Consider the following nonlinear control system:
x(t) = £(x(t), u(t)), t>0, (2.1)

and
x(0) = x°, (2.2)

where x(t) € R™ is the system state at time ¢; u(¢) € R” is the control input at time ¢;
f:R" x R" — R" is a given function; and x € R" is a given initial state.
Define
T:={u= [ug,...,u )T €R": ac <u <b, ¢=1,...,r},

where a. and b. are given real numbers such that a. < b.. Any measurable function u :
[0,00) — R" such that u(t) € T for almost all ¢ € [0, 00) is called an admissible control. Let
U denote the class of all such admissible controls.

We assume that the following two conditions are satisfied.

Assumption 2.1. The function f is continuously differentiable.
Assumption 2.2. There exists a real number K > 0 such that
Hf(x, u)|| < K@+ |Ix]), (x,u) e R" x T,

where || - || denotes the Euclidean norm.
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It follows from Theorem 3.1.6 of [1] that the system (2.1)-(2.2) has a unique solution cor-
responding to each admissible control u € Y. We denote this solution by x(-|lu). The
function x(-|u) is absolutely continuous, satisfies the dynamics (2.1) almost everywhere on
[0,00), and satisfies the initial condition (2.2).

Define a functional T : U — [0, 00) as follows:

T(u) :=inf {t € (0,00) : ®(x(tlu)) =0},

where ® : R" — R is a given continuously differentiable function such that ®(x°) > 0.
Clearly,
@ (x(T(u)u)) = 0. (2.3)

Furthermore, T'(u) is the first positive time at which the state trajectory hits the surface
{xeR": ®(x)=0}.

We assume that the control system (2.1)-(2.2) stops when ¢ = T'(u). Hence, T'(u) is called
the stopping time or terminal time corresponding to the admissible control u € Y.
We assume that the following condition is satisfied.

Assumption 2.3. There exists a real number T}, > 0 such that
Tmax =sup{T(u): uel}.
We now define the following optimal control problem.
Problem P. Choose an admissible control u € U such that the cost functional
J(w) = W (x(T () jw)), (2.4)
where ¥ : R” — R is a given continuously differentiable function, is minimized over U.

Remark 2.4. We can easily incorporate an integral term of the form

T(u)
/O L(x(t|u),u(t))dt, (2.5)

where £ : R® x R" — R, into the cost functional (2.4). This is done by augmenting the
dynamic system (2.1)-(2.2) with the following auxiliary dynamics:

o(t) = L(x(t),u(?)), t>0,

and
v(0) = 0.

Clearly, the value of v at the stopping time is equal to the integral cost (2.5).
Control Parameterization
In general, Problem P is too complicated to solve analytically. We will instead approximate

it by a finite-dimensional optimization problem.
Let p > 2 be a fixed integer and define corresponding sets = and © as follows:

E::HT

=1
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and
O:={0=1[0,....001]" eRF:0,>0,i=1,...,p—1}.

Notice that Z is the set of all tuples (a!,...,0P) such that 6 € T, i =1,...,p.
Now, for each pair (,0) € = x ©, define a corresponding control function u”(-|o, ) :
[0,00) — R" as follows:

p
w(tlo,0) =Y o'xz,e)(t),  te€[0,00), (3.1)
=1

where Z;(0) :

I
S
|
L
=
&
2
:F
=
5
~—
N~—

0, if i =0,
t:(0) ==Y 05, ifie{l,....p—1},
j=1
0, if i = p,
and x7 : R — R is the indicator function defined by

() = 1, ifteZ,
XA = 0, otherwise.

Clearly, for each 8 € O,
tz,l(a)gtl(e), Z:L,p

Since the function u”(-|o, @) changes its value at t;(0), i = 1,...,p — 1, these times are
called switching times.

We immediately see that for each (0,0) € Z x ©, the piecewise constant function
uP(:|o, 0) is an admissible control for Problem P. Accordingly, we may define

Xp('|a7 0) = X("up("av 0))7

TP(o,0) .= T(u’(|o,0)),
and
JP(0,0) = J(u’(-|o,0)) = VU (xP(T?(c,0)|0,0)).
Thus, when the controls are restricted to those described by equation (3.1), Problem P

becomes the following optimization problem.

Problem P(p). Choose a pair (o,0) € = x © to minimize the objective function J? over
= x 0.

Remark 3.1. If (¢*,0") is an optimal solution of Problem P(p), then u?(-|c*,0") is a
suboptimal control for Problem P.

Solving Problem P(p)

Problem P(p) is a nonlinear optimization problem whose decision variables are the com-
ponents of o and 6. To solve this problem using a gradient-based optimization technique,
we need a method for computing the gradient of the cost function JP. The purpose of this
section is to develop such a method.
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Consider Problem P(p) for a fixed integer p > 2. Define
I={(c,0)cEx0: t,.1(0) <T"(c,0)}.

Thus, (o, 0) € T if and only if the corresponding control u”(-|o, @) changes value p—1 times
before the end of the time horizon.
We now prove the following important result.

Theorem 4.1. Let (0,0) € = x © and suppose that TP(o,0) > 0. Then there exists a
corresponding (6,0) € T such that

JP(o,0) = J?(5,0).

Proof. Let o € =Z and 0 € © be arbitrary but fixed. Since the result follows immediately
when (o,0) € I', we assume that (o,0) ¢ I'. Thus, since T%(o, 0) is strictly positive, there
exists an integer x € {1,...,p — 1} such that

te 1(0) < TP(0,0) < 1,(0).

We consider two cases: (i) k = 1; and (ii) k > 2.
We start with Case (i). In this case,

0= to(8) < T?(c, 8) < t1(6).

Define vectors 6° € R", i =1,...,p, and 8 € RP~! as follows:

o = 0.17 i - ]'7 7p7
and 0
TP
b, = L"(2.0) i=1,...,p—1.
D
It is clear that & := (6,...,6%) € Z and 0 € ©. Moreover,
p—1 p—1
o ~ TP
tp—1(0) = 0; = (0,6) < T?(o,0). (4.1)
p
j=1 j=1

Hence, X
Xp(ﬂ&ve) :Xp(t|0',0)7 te [O,TP(O',O)L
and
T?(6,0) =T"(0,0).
Substituting this into (4.1) shows that (&, é) € I'. Furthermore, this implies that

Thus, (&, é) € T is the required pair.
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We now consider Case (i), when x > 2. Define vectors 6° € R", i = 1,...,p, and
0 c RP~1 by
. 1 . . — o
& O'ii N 1fz 1,...,.p—rk+1,
ol PtE ifi=p—kKk+2,...,p,
and
b = 01/(p—rk+1), ifi=1,...,p—rk+1,
0 ifi=p—k+2,...,p—1.
It is clear that & := (6'1, ...,0P) € 2 and 0 co. Furthermore, although the working is

rather tedious, it is not too difficult to show that
v’ (t|6, ) = uP(t|o, 0), te€0,7%(o,0)).

Hence, R
xP(t|6,0) = xP(t|o,0), t€[0,7%(o,0)], (4.2)

and
T"(6,0) = T%(c, 0). (4.3)

Equations (4.2) and (4.3) imply that
JP(6,0) = JP(0,0).

It remains to show that (&, 9) € I'. Indeed, we have

p—1 p—r+1 9 p—1
~ ~ 1
tp-1(0) = Z J= Z T Z 0j—ptr
- - p—r+1 .
j=1 j=1 Jj=p—rK+2

k—1
=Y 0;=t.1(0) <T"(c,0) = T7(5,0).
j=1

Thus, (6,0) € I, as required. O

Remark 4.2. The proof of Theorem 4.1 is constructive; it shows how to construct (¢, é)
from (o, 0).

Now, foreach k=1,...,pand ¢ = 1,...,r, consider the following auxiliary dynamic system:
< ks of (xF(t|o,0),0%) . of (xF(t|o,0),0")
= i (T 1) i s
8" (1) = prs T T 1)
teZy(0), i=1,...,p, (4.4)
and
¢*(0) =0, (4.5)

where (0,0) € 2 x © and

1, ifk=1i,
Ok,i i= .
' 0, otherwise,

L itk <,
Phi = 0, otherwise.

and
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Let ¢*°(-|o,8) denote the solution of (4.4)-(4.5) corresponding to (o,8) € = x ©.

We now show that the partial derivatives of JP with respect to the decision variables af,
k=1,...,p,¢<=1,...,r, can be expressed in terms of ¢k’§(~|a,0).
Theorem 4.3. Let (o,0) € T. Furthermore, let TP := TP (o, 0), xP:= x"(-|o, 0), and ¢™* =
q’)k’g(-|0',0). Then for eachk=1,...,pands=1,...,r,

0J?(o,0 ov (xP (TP - oW (xP (TP oy b
6(05? ) = (8>£ ))d’k (T )-l-ak,g%f(x (™), o )7
where »
O o 1= —wgﬁﬁaﬂp) %f(xp(jw)’ap)

Proof. Let (0,0) € T, k € {1,...,p}, and ¢ € {1,...,r} be arbitrary but fixed. For
simplicity, we write ¢; instead of ¢;(0) and Z; instead of Z;(0). Since (o, 8) is fixed, these
simplifications will not cause confusion.
Recall that
J(0,0) =¥ (x(T"|0,0)).

Differentiating this equation with respect to af gives

0JP(0,0) OV (xP(TP)) 0xP(TP) 0¥ (xP(T?)) orr
= f(x(T?), o? . 4.
dok ox dok + ox (x(T"), o7) dok (46)
Now, for each i = 1,...,p, it follows from (2.1)-(2.2) that
t
xP(t) = xP(t;—1) + / f(xP(s),0")ds, tel,. (4.7
ti—1
If i > k, then differentiating (4.7) with respect to o¥ yields
oxP(t)  OxP(ti—1) bof(xP(s), o) 9xP(s)
= Z;. 4.
dok dok + /ti—l ox dok ds, ted (48)
On the other hand, if i = k, then differentiating (4.7) with respect to o¥ gives
oxP(t)  Ox(ti—1) N /t of (xP(s), o) 8xp(s)d
= s
dok dok s ox dak
t of (xP i
+/ A6 o") g e, (4.9)
ti—1 au§

Since o* is the value of uP(:|o, 8) on the subinterval Zj, it does not affect the state before
7). Hence, if ¢ < k, then

OxP(t)
=0 tel;. 4.10
dok ’ < (4.10)
We can combine (4.8)-(4.10) into one equation as follows:
OxP(t Ox(t;_ ¢ Of (xP(s),0%) OxP(s
85“):%”'7( k1)+/ Ph,i ((s). o) (k)ds
lops oot s Jx oot

i ds, tel;,, i=1,...,p.
Ouc

N P.CCx
ti—1
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Differentiating this equation with respect to time gives
of (xP(t), o)

d [oxP(t)\ af(xp(t),ai)axp(t)wl
dt\ dok | ot ox dok ot du, ’
teZ;, i=1,...,p (4.11)
Furthermore,
oxP(0) 9 [ o\ _
ot =3 =0 (4.12)

Equations (4.11)-(4.12) show that 9xP(-)/0c” is the unique solution of (4.4)-(4.5). Hence,

oOxP(t
aTEf) =™ (1),  te0,00). (4.13)
S
Now, recall from (2.3) that
O(xP(T?)) = 0.
Differentiating this equation with respect to Uf yields
OP(xP(T?)) 0xP(T?)  OP(XP(TP)) o/ prrrpy iy OTP
ox ok + ox E(x"(T7),0 )80§ =0
Therefore, by using (4.13),
aTr  9B(xP(TP)) 4. OB (xP (TP -
= — (Xa)i ))¢k,s (TP) %f(xp(jﬂp)’o.:ﬂ) = Q. (4.14)
O

dok
Substituting equations (4.13) and (4.14) into equation (4.6) completes the proof.

We will now derive formulae for computing the partial derivatives of JP with respect to 0y,

k=1,....,p—1.
For each k =1,...,p — 1, consider the following auxiliary dynamic system:
-k of (xP(t|o,0), o0’
1/) (t) = (pk,i - 6k,i ( ( (|9X ) >¢k(t)7 te Ii7 1= 17 . 2 (415)
and, foreachi=1,...,p—1,
li Fit)y= i "t i{f P(t;(0)|o,0),0°
lim @i = lm 60+ £ (1(6)]0.0). )
~ £(x"(1:(0)]0,0), 5" ) }, (4.16)
and
$*(0) =0, (4.17)

where (o,0) € E x ©. Let ¢*(-|o, 8) denote the solution of (4.15)-(4.17) corresponding to

the pair (o,0) € = x O.
The next theorem shows that the partial derivatives of JP with respect to 0y, k =

1,...,p—1, can be expressed in terms of ¥"(-|o, 9).
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Theorem 4.4. Let (o,0) € T. Furthermore, let T? := T?(o,0), x? := xP(-|, 8), and " =
'¢k(~|o',0). Then for each k=1,...,p—1,

8 P g, a Xp P 8\11 Xp P
Ja(ek 0) _ \If(a)ET ))U)k(Tp) Jrﬂk%f(xp(jﬂp),ap)’
where
8 i _a@(iﬁw))w(ﬂ) aq)()gfp))f(xp(w),ap)

Proof. Let (6,0) € T and k € {1,...,p — 1} be arbitrary but fixed. As in the proof of
Theorem 4.3, we will simplify the notation by writing ¢; instead of ¢;(#) and Z; instead of
Z,(0).

We first differentiate JP with respect to 0j:

0J?(o,0) _ OV (xP(TP)) OxP(TP) N O (xP(TP)) oTr

f(xP(TP?), o? . 4.18
a0y, dx a0y, o LT, 0") 5y (4.18)
Next, for each € > 0, define
0° := 0 + ee®,

where eF is the kth standard unit vector in RP~1. Then

t:(0), ifi=1,...,k—1,

t:(0°) = (©) . (4.19)
t;(0)+e, ifi=k,...,p

Let t € Z;(0) for some i < k. Then t < ¢;(0), and thus we can find a real number ¢ > 0
such that whenever |e| < €/,
t<tp(0)+e=1,(0°. (4.20)

From (4.19), we see that the first & — 1 switching times of u(-|o, 8) and u(-|o, ) coincide,
and from (4.20), we see that when |e| < € these two controls switch for the kth time after
time t. Thus,

u(slo, 8% = u(s|o, 0), s € 0,1, le] < €.

Consequently, when e is of sufficiently small magnitude,
xP(tlo, 0°) = xP(t|o, 0),
where we recall that ¢t € Z;(0), ¢ < k, was chosen arbitrarily. Therefore,

OxP(t) — lim xP(t|0%, o) — xP(t|o, 0)

=0, t eI, i=1,....k 4.21
Bﬂk e—0 € ! ( )

Differentiating this equation with respect to time yields

d aXp(t) .
— = € L; =1,...,K. 4.22
t{ Hk } 0, t el 7 1 k ( )

We now consider the case when i > k.
It follows from (2.1)-(2.2) that

k—1 t;

xp(t):xOJrZ/ f(xp(s),a'j)der/k f(xP(s),o")ds

j=1 ti—1 te—1

=1 t; . t .
—l—‘z / f(xp(s),cr])ds—i—/t f(xP(s),0")ds, teI,.

j=k+17ti-1
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Differentiating this equation with respect to 6, and then using (4.21), gives

O _ g Ny S /tj Of (x"(s),a7) 0P (s)
60k _f(X (tk);a- )+j§1 - I aak ds
i—1
+ 30 {re).07) — 10 0,00) |
j=k+1
L OOf(xP(s),0") OxP(s) ) i
" /til o0x 00, ds —£(xP(ti-1),0'), tel.

Differentiating this equation with respect to time yields

40w} o000 oty
dt 00, ox 00,

. teT i=k+1,...,p.

We can combine equations (4.22) and (4.24) into one equation as follows:

d [ OxP(t) of (xP(t),0") OxP(t)
-7 (= (Pri — Ok , tel; =1,...,
dt{ 90, } L 90, €4t P
Now, it is clear from (4.21) that
oxP(t)y .. OxP(t) .
tig}+ a6, *tki?, 96, i=1,....k—1.

Furthermore, we see from (4.23) that

oxP(t) . 0xP(1)
A ae A g,

+ f(xp(ti), O'i) — f(xp(ti)7 O'H_l),
i=k,...,p—1.
Combining (4.26) and (4.27) yields

oxr(t) .. OxP(t) p i p i+1
Pt 00 tl»ti— 00, +p;m-{f(x (), ) — £(x" (), 0 )}’
i=1,...,p—1.
Furthermore,

T~ o (X} =0

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

(4.28)

(4.29)

Equations (4.25), (4.28), and (4.29) show that 0xP(-)/00), is the solution of (4.15)-(4.17).

Hence,
OxP(t)
00y,

Now, recall from equation (2.3) that

=*(t), t € [0,00).

O(xP(T?)) = 0.
Differentiating this equation with respect to 6y yields

AP (xP(TP)) N AP (xP(TP))
ox ox

f(xp(Tp), a-p)@ =0

k
¥ (1) i

(4.30)
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Thus, by (4.30),

TP AR(XP(TP)) i [ORP(TP)) o o 0]
90, ~ I P (TP) . f£(xP(T?), oP) = Bk. (4.31)
Substituting equations (4.30) and (4.31) into equation (4.18) completes the proof. O

Theorems 4.3 and 4.4 give formulae for computing the partial derivatives of J?, but they are
only applicable when the pair (o, 80) belongs to the set I'. Nevertheless, when (o,80) ¢ T,
we can use the procedure shown in the proof of Theorem 4.1 to generate a new pair in I’
that also has an objective value of JP(o,80). The gradient of JP at this new pair can then be
calculated using the formulae in Theorems 4.3 and 4.4, and this gradient can subsequently
be used to compute a descent direction. This is the main idea of the following algorithm for
solving Problem P(p), which combines the formulae in Theorems 4.3 and 4.4, the procedure
in the proof of Theorem 4.1, and a gradient-based optimization method.

Algorithm 4.5. Input an initial pair (o,60) € E x ©.

(i) If (6,0) ¢ T, then go to Step (ii).
Otherwise, go to Step (iv).

(ii) Construct (¢,0) € I from (o, 8) using the procedure in the proof of Theorem 4.1.
(i) Set (6,0) — (o, 8).

(iv) Compute the partial derivatives dJ? (o, 8)/0c" and 0.JP (o, 6)/00), using the formulae
in Theorems 4.3 and 4.4.

(v) If the optimality conditions are satisfied, then stop; (o, 0) is an optimal solution of
Problem P(p).
Otherwise, use the gradient information obtained in Step (iv) to determine an appro-
priate search direction in = x O.

(vi) Obtain a new pair (,0) € = x © by performing a line search along the direction
calculated in Step (v).

(vii) Set (7,0) — (o,0) and go to Step (i).

Convergence Results

Problem P(p) can be solved using Algorithm 4.5, after which a suboptimal control for
Problem P can be constructed according to Remark 3.1. By repeating these steps for
increasing values of p, we can generate a sequence of suboptimal controls. In this section,
we will present two convergence results linking these suboptimal controls with an optimal
control of Problem P.

Since p is no longer fixed, we now denote = by =P, © by O, ¢;(0) by t¥(0), and Z;(0)
by Z7(0).

We first recall the following result (Lemma 6.4.1 of [10]).

Lemma 5.1. Let u € U be an admissible control for Problem P. Then there exists a sequence
of admissible controls {uP}>°, C U that converges to u almost everywhere on [0, Tiax]-
Furthermore, for each p > 1, u? can be expressed as

P
up(t) = Z Up,ZX[tf_l,tf)(t)v te [03 OO),
i=1
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where o' € T, i=1,...,p, t§ =0, t) = o0, and t_, <!, i=1,...,p.
We also assume that the following condition is satisfied.

Assumption 5.2. For each admissible control u € U, there exists a corresponding real
number w > 0 such that

®(x(T(u) 4+ wlu)) <0, w € (0,w).

Lemma 5.3. Let {up}ff:l C U be a sequence of admissible controls converging to u € U
almost everywhere on [0, Tymax]. Then the following results hold:

1. x(:|Ju?) — x(:|u) uniformly on [0, Tyax] as p — oo;
2. T(u?) = T(u) as p — oo; and
3. J(uP) — J(u) as p — oo.
Proof. 1. This result is a simple extension of Lemma 6.4.3 in [10].

2. Suppose, to the contrary, that {T'(u”)}>°; does not converge to T'(u). Then there
exists a real number v > 0 and a subsequence {T'(u?/)}52, such that

T(u”) = T(u)| >2v, j=1 (5.1)
By Assumption 2.3,
0 <T(uf) < Thax, Jj=z1

Thus, by virtue of the Bolzano-Weierstrass Theorem, and by passing to a subsequence
if necessary, we may assume that {T'(u?7)}2, converges to a real number T' € [0, Tinax]-
Tt is clear from (5.1) that

|T —T(u)| >~ > 0. (5.2)

Hence, T # T(u).

Now, let € > 0 be arbitrary but fixed. By part 1, there exists an integer 7/ > 1 such
that

-/

[X(T(uP)[u?) = x(T())| <5, ="

N

Furthermore, since T'(u?i) — T as j — oo, and x
another integer 5/ > 1 such that

—~

-Jlu) is continuous, there exists

€
)

2

-/

[x(7 (u?) ) = x(T|w)[| < j=j"

Thus, for each integer j > max{j’,j"},

(T (u?)[uP?) = x(TTw)|| < |[x(T(u")[u??) - x(T(u")u)
+ [|x(T () ) — x(T|u)
<ef2+¢/2=c¢.

Since € > 0 was chosen arbitrarily, this inequality shows that

lim x(T(u?)[u?) = x(T|u).

j—o0
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Thus, since ® is continuous,

lim @ (x(T(u?)|u??)) = & (x(T|u)).

Jj—o0
However, recall from equation (2.3) that
®(x(T(uP7)|uP?)) =0, j>1

Combining (5.3) and (5.4) gives

®(x(T|u)) =0
Therefore, since T'(u) # T, B
T(u)<T
and so by (5.2), )
T(uw)+y<T.

Now, define
v :=min {©/2,v/4},

75

(5.5)

where @w > 0 is the real number in Assumption 5.2 corresponding to the admissible
control u. Then v < v/2, and so (5.5) implies that there exists an integer M > 1 such

that
T(u) +v < T(u) + g <T(uw), j>DM.

Furthermore, v < @ and thus by Assumption 5.2,
®(x(T'(u) + v|u)) < 0.

By part 1,
Jlglgo P (x(T(u) + v|u?)) = @ (x(T(u) + v[u)) < 0.

Thus, there exists an integer N > 1 such that
®(x(T(u) + v[u?)) <0,  j=>N.

Since ®(x”) > 0 (see Section 2), this implies that

T(uP) <T(u)+ v, j>N.
When j > max{M, N}, inequalities (5.6) and (5.7) imply

T(u)+v < T(u)+ v,

a contradiction. This completes the proof.
. By parts 1 and 2,
Tim x(T(w)[u?) = x(T(u) ).

Thus, since ¥ is continuous,

lim W (x(T(u?)|u”)) = ¥ (x(T(u)u)),

p—o0

which completes the proof.

(5.6)
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We now present two important convergence results.

Theorem 5.4. Suppose that Problem P has an optimal control u*. For each integer p > 2,
let uP* denote the suboptimal control constructed from the solution of Problem P(p) according
to Remark 3.1. Then

lim J(u?*) = J(u").

pP—>00
Proof. Let € > 0 be arbitrary. By Lemma 5.1, there exists a sequence of admissible controls
{u*P}>0 | converging to u* almost everywhere on [0, Tinax]. Thus, by Lemma 5.3, part 3,
there exists an integer p; > 1 such that

Ju*P) < Ju*)+e,  p>pr. (5.9)

Now, recall from Lemma 5.1 that for each p > 1, u™? can be written as

p
w () = Y o X e (8),

i=1

where o*P € T, i =1,...,p, tg¥ =0, ty? = oo, and toP <P i =1,...,p. For each
integer p > 2, define

o*P = (0.*4),17 o, TP PP
and

P [ p T

A NN

where
077 =t — 7P, i=1,...,p— 1L

Clearly, (o*?,0™") € EP x OPF for each p > 2. Moreover,
(O"r) =", i=1,...,p.
This implies that for each p > 2, we can express u*? as
p .
W) = 37 0 g e (1) = WP (to "7, 677).
i=1
Thus,

JP(g™P 0°F) = J(u™P), p>2.

Therefore,
() < JP(a"P,0°7) = JuP),  p>e. (5.10)

In view of (5.9) and (5.10), we see that when p > max{ps, 2},
Ju*) < JuP*) < J(u') + e

Since € > 0 was chosen arbitrarily, this shows that J(u?*) — J(u*) as p — oo, completing
the proof. O

Theorem 5.5. Let u* and uP* be as defined in Theorem 5.4. If {uP*}22, converges to a
function @ almost everywhere on [0, Tmax], then @ is an optimal control for Problem P.
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Proof. We immediately see that @ is admissible. Furthermore, by part 3 of Lemma 5.3,

lim J(uP*) = J(q). (5.11)

p—o0

On the other hand, Theorem 5.4 implies that

pli_glO J(uP*) = J(u). (5.12)
Combining (5.11) and (5.12) gives
J(u) = J(u),
which shows that @ € U/ is an optimal control for Problem P. O

@ An Applied Aeronautical Control Problem

As an example, we consider the glider control problem introduced in [8]. This problem
involves a gliding projectile that is described by the following dynamic system:

#1(t) = x3(t) cos(x4(t)), (6.1a)
To(t) = x3(t) sin(a4(t)), (6.1b)
i5(t) = —(Kpo + Kp2o®(t))z3(t) — gsin(za(t)), (6.1c)
ia(t) = Kpa(t)zs(t) - g(t) cos(4(1)), (6.1d)
Z3
and
21(0) = 0.0 (6.2a)
22(0) = 0.0 (6.2b)
23(0) = 370 0, (6.2¢)
24(0) = 1.5 (6.2d)

where x1(t) is the glider’s horizontal distance from the launch point at time ¢; o(¢) is the
glider’s height at time ¢; x3(¢) is the glider’s speed at time t; x4(t) is the angle between the
glider’s velocity vector and the horizon at time ¢; «(t) is the glider’s angle of attack at time
t: and Kpg = 3.289 x 107° m™!, Kps = 1.133 x 1073 m~!, K; = 3.289 x 1073 m~!, and
g = 9.80 m s~ 2 are constants.

Let T > 0 be the time at which the glider crashes. Then T is the first positive time at
which the following equation is satisfied:

25(T) = 0. (6.3)

Thus,
x2(t) > 0, te (0,7). (6.4)

Assumption 2.3 is clearly satisfied here, because the glider will eventually crash, regardless
of its angle of attack.

The optimal control problem is as follows: choose the angle of attack « in such a way
that the glider’s range, z1(T"), where T is the first positive time satisfying (6.3)-(6.4), is
maximized.
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We wrote a Fortran program, which implements the method discussed in Section 4, for
solving Problem P(p) for the optimal glider control problem described above. This program
uses the differential equation solver LSODAR (see [2]) to solve the state and auxiliary
systems, and NLPQLP (see [7]) to perform the optimization. We started the program with
the following initial control (which is suggested in [8]):

i <
aty = 4% if <40, (6.5)
0.17, ift> 40.

We first used the program to solve Problem P(4) (that is, Problem P(p) with p = 4 subinter-
vals). This was done on a MacBook Pro with a 2.4GHz Intel Core 2 Duo processor and 4GB
of RAM. The program terminated after 116.79 seconds of computation time. Under the
optimal control that was obtained, the glider reaches a maximum range of 45,782 meters
and glides for 378.68 seconds.

To put these results in perspective, we wrote another Fortran program that implements
the method in [8] (with p = 25 subintervals). This program also uses LSODAR to solve
the state system (and LSODA to solve the costate system), and NLPQLP to perform the
optimization. It was run on the same computer and with the same initial control (equation
(6.5)) as the first program. The program terminated after 818.01 seconds of computation
time, with a maximum range of 45,622 meters and an optimal flight time of 360.66 sec-
onds. These results are slightly worse than those obtained using the first program (which
implements our new method), and took much longer to generate. As expected, allowing
the switching times to be decision variables is a major advantage of our new method: we
only needed four subintervals to generate better results than what was obtained using the
method in [8] with 25 subintervals.

NLPQLP also converged much better when our new method was used to construct the
gradients. In fact, NLPQLP’s line search at each iteration normally used fewer than five
function evaluations. In contrast, NPQLP usually needed more than ten function evalua-
tions when the method in [8] was used to generate the gradients. Again, this is what we
expected—Dbecause our new method allows the control switching times to be decision vari-
ables, NLPQLP has more flexibility to update the control, and therefore converges rapidly.

Two important things about the optimal glider control problem are worth mentioning.
First, the problem is highly nonlinear, and thus both our new method and the method in [8]
are very sensitive to the initial guess chosen for the control. Second, the gradient of the
cost function in the approximate Problem P(p) is very large and needs to be normalized.
NLPQLP’s line search procedure does not perform correctly on this problem unless the
gradient is normalized.

In an attempt to improve the glider’s range, we used our solution to Problem P(4) as
the initial guess for Problem P(8). Then, solving Problem P(8) using our program gave a
maximum range of 46,093 meters and an optimal flight time of 374.41 seconds. These results
are superior to the maximum range of 45,490 meters reported in [8].

Our results are displayed in Figures 1-2. In these figures, “old method, p = 25”7 refers
to the method in [8] with p = 25 subintervals, “new method, p = 4” refers to the method
discussed in this paper with p = 4 subintervals, and “new method, p = 8” also refers to the
method in this paper but with p = 8 subintervals.
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Figure 1: The optimal angle of attack.

Conclusion

In this paper, we have developed a new computational method for solving an optimal control
problem whose terminal time is governed by a state-dependent stopping criterion. Thus,
the terminal time in this optimal control problem is “free”—it is not fixed and is instead
determined implicitly as the state system is being solved. Extending the optimal control
method developed in this paper to more complex systems, which may have state and control
constraints and more general stopping conditions, is an interesting topic for future research.
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