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discounted total reward in which the rewards are given as compact sets or compact

fuzzy sets and are not necessarily convex.

The remainder of this article is organized as follows. Section 2 presents definitions

of operations and orderings for sets. Section 3 presents definitions of the limit of a

sequence of sets. Section 4 describes the proposed series of sets and their properties.

Section 5 presents definitions of operations and orderings for fuzzy sets. Section 6

presents some properties for a generator of a fuzzy set. Section 7 presents definitions

of the limit of a sequence of fuzzy sets. Section 8 describes the proposed series of

fuzzy sets and their properties. Finally, Section 9 gives the conclusions.

2. Operations and orderings for sets

For a, b ∈ R, we set [a, b] = {x ∈ R : a ≤ x ≤ b}, ]a, b] = {x ∈ R : a < x ≤ b},
[a, b[ = {x ∈ R : a ≤ x < b}, and ]a, b[ = {x ∈ R : a < x < b}. In addition, we set

Rn
+ = {x ∈ Rn : x ≥ 0} and Rn

− = {x ∈ Rn : x ≤ 0}. For S ⊂ Rn, int(S) and

cl(S) denote the interior and closure of S, respectively. Its characteristic function

cS : Rn → {0, 1} is defined as

cS(x) =

{
1 if x ∈ S,

0 if x /∈ S

for each x ∈ Rn. Let ∥ · ∥, ∥ · ∥∞ : Rn → R+ be Euclidean and Chebyshev norms

on Rn, respectively, and ⟨·, ·⟩ : Rn ×Rn → R be the canonical inner product on Rn.

For S ⊂ Rn, define

(2.1) |S| = sup
x∈S

∥x∥

where sup ∅ = 0. Let P(Rn) be the set of all subsets of Rn and C(Rn) be the set of

all nonempty compact subsets of Rn. We define addition and scalar multiplication

on P(Rn) as follows:

(2.2) A+B = {x+ y : x ∈ A,y ∈ B},

(2.3) µA = {µx : x ∈ A}

for A,B ∈ P(Rn) and µ ∈ R. For A,B ∈ P(Rn), we define their orderings as

follows:

(2.4) A ≤ B
def⇔ B ⊂ A+ Rn

+, A ⊂ B + Rn
−,

(2.5) A < B
def⇔ B ⊂ A+ int(Rn

+), A ⊂ B + int(Rn
−).

Thus, ≤ is a preorder relation on P(Rn) (a binary relation on P(Rn) that is reflexive

and transitive) and < is a strict partial order relation on C(Rn) (a binary relation

on C(Rn) that is irreflexive and transitive). See [5, Proposition 3.3] or [6, Theorem

6.6] regarding the irreflexivity of the strict partial order relation < on C(Rn).
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For A,B,C,D ∈ P(Rn), it holds that (see [5, Proposition 3.4] or [6, Theorem

6.7])

(2.6) A ≤ B,C ≤ D ⇒ A+ C ≤ B +D,

(2.7) A ≤ B,C < D ⇒ A+ C < B +D.

3. Limit of sequence of sets

Let N be the set of all natural numbers. Then, we set

N∞ = {N ⊂ N : N \N finite}
= { subsequences of N containing all k beyond some k0 },

N ♯
∞ = {N ⊂ N : N infinite}

= { all subsequences of N}.

A subsequence of a sequence {xk}k∈N is represented as {xk}k∈N for some N ∈ N ♯
∞.

We write limk, limk→∞, or limk∈N when k → ∞ in N, but limk∈N or limk→
N

∞ in the

case of the convergence of {xk}k∈N for some N ∈ N ♯
∞ or N ∈ N∞.

Definition 3.1. ([10, Definition 4.1]) For a sequence {Ck}k∈N of subsets of Rn, its

lower limit is defined as the set

lim inf
k→∞

Ck =

{
x ∈ Rn : ∃N ∈ N∞, ∃xk ∈ Ck(k ∈ N) with xk →

N
x

}
,

and its upper limit is defined as the set

lim sup
k→∞

Ck =

{
x ∈ Rn : ∃N ∈ N ♯

∞, ∃xk ∈ Ck(k ∈ N) with xk →
N

x

}
.

The limit of {Ck}k∈N is said to exist if lim infk→∞Ck = lim supk→∞Ck. Then, the

limit is defined as the set

lim
k→∞

Ck = lim sup
k→∞

Ck = lim inf
k→∞

Ck.

When C = limk Ck exists in the sense of Definition 3.1, it is said that the sequence

{Ck}k∈N converges to C as Painlevé-Kuratowski convergence, and we write

Ck → C.

The distance between a point x ∈ Rn and a set C ⊂ Rn is defined as

dC(x) = inf
y∈C

∥x− y∥.

We also write this distance as d(x, C), where dC(x) = ∞ for C = ∅.
For nonempty closed sets C,D ⊂ Rn, the Pompeiu-Hausdorff distance between

C and D is defined as

d∞(C,D) = sup
x∈Rn

|dC(x)− dD(x)|.
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The supremum could equally be taken just over C ∪ D, yielding the alternative

formula

d∞(C,D) = inf {η ≥ 0 : C ⊂ D + ηB, D ⊂ C + ηB}

where B = {x ∈ Rn : ∥x∥ ≤ 1}.
A sequence {Ck}k∈N of nonempty closed subsets of Rn is said to converge to a

nonempty closed set C ⊂ Rn with respect to the Pompeiu-Hausdorff distance when

d∞(Ck, C) → 0.

When Ck, C ⊂ X for some bounded set X ⊂ Rn, Pompeiu-Hausdorff convergence

and Painlevé-Kuratowski convergence are equivalent, where these sets are nonempty

and closed. However, they are not equivalent without this boundedness restriction.

For example, see Rockafellar [10] for details.

4. Series of sets

Let {St}t∈N ⊂ P(Rn) \ {∅}. When

∞∑
t=1

xt = lim
m→∞

m∑
t=1

xt

converges for any xt ∈ St, t ∈ N, it is said that {St} satisfies the convergence

assumption (CA). Then, we define a series of sets as follows:

(4.1)
∞∑
t=1

St =

{ ∞∑
t=1

xt : xt ∈ St, t ∈ N

}
.

When

(4.2)
∞∑
t=1

|St| < ∞,

it is said that {St} satisfies the absolute convergence assumption (ACA), where |St|
is defined in (2.1). For example, if

⋃∞
t=1 St is bounded, then {γt−1St}t∈N satisfies

ACA for any γ ∈ [0, 1[. If {St} satisfies ACA, then it satisfies CA. However, the

converse does not hold in general. The following example demonstrates that the

converse does not hold.

Example 4.1. (i) If we set S1 = Rn ∈ P(Rn) \ {∅} and St = {0} ∈ P(Rn) \ {∅} for

each t ≥ 2, then {St} satisfies CA, but not ACA. In this case,
∑∞

t=1 St = Rn.

(ii) If we set St =
{

(−1)t−1

t

}
∈ P(R) \ {∅} for each t ∈ N, then {St} satisfies CA,

but not ACA. In this case,
∑∞

t=1 St = {log 2}.

Lemma 4.2. Let k ∈ Rn
+ \ {0} and {St}t∈N ⊂ Sk(R

n), where

Sk(R
n) =

{
A ∈ P(Rn) : max

x∈A
⟨k,x⟩ and min

x∈A
⟨k,x⟩ exist

}
.
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If {St}t∈N satisfies CA, then

∞∑
t=1

St =

{ ∞∑
t=1

xt : xt ∈ St, t ∈ N

}
∈ Sk(R

n).

Proof. For each t ∈ N, there exist x1
t ,x

2
t ∈ St such that ⟨k,x1

t ⟩ = maxx∈St ⟨k,x⟩
and ⟨k,x2

t ⟩ = minx∈St⟨k,x⟩. Then,
∑∞

t=1 x
1
t ,
∑∞

t=1 x
2
t ∈

∑∞
t=1 St. Fix any x ∈∑∞

t=1 St. There exist xt ∈ St, t ∈ N such that x =
∑∞

t=1 xt. Because〈
k,

m∑
t=1

x1
t

〉
=

m∑
t=1

〈
k,x1

t

〉
=

m∑
t=1

max
x∈St

⟨k,x⟩ ≥
m∑
t=1

⟨k,xt⟩ =

〈
k,

m∑
t=1

xt

〉
,

〈
k,

m∑
t=1

x2
t

〉
=

m∑
t=1

〈
k,x2

t

〉
=

m∑
t=1

min
x∈St

⟨k,x⟩ ≤
m∑
t=1

⟨k,xt⟩ =

〈
k,

m∑
t=1

xt

〉
for any m ∈ N, it follows that〈

k,
∞∑
t=1

x1
t

〉
≥

〈
k,

∞∑
t=1

xt

〉
= ⟨k,x⟩,

〈
k,

∞∑
t=1

x2
t

〉
≤

〈
k,

∞∑
t=1

xt

〉
= ⟨k,x⟩

as m → ∞ by the continuity of the inner product. Therefore, we have〈
k,

∞∑
t=1

x1
t

〉
= max

x∈
∑∞

t=1 St

⟨k,x⟩,

〈
k,

∞∑
t=1

x2
t

〉
= min

x∈
∑∞

t=1 St

⟨k,x⟩.

by the arbitrariness of x ∈
∑∞

t=1 St. □

The following proposition presents the properties of addition, scalar multiplica-

tion, and orderings for a series of sets.

Proposition 4.3. Let {St}t∈N, {Tt}t∈N ⊂ P(Rn) \ {∅} satisfy CA and let β ∈ R.
The following statements then hold.

(i) {St + Tt} satisfies CA and

∞∑
t=1

(St + Tt) =
∞∑
t=1

St +
∞∑
t=1

Tt.

(ii) {βSt} satisfies CA and

∞∑
t=1

βSt = β

∞∑
t=1

St.

(iii) If St ≤ Tt for any t ∈ N, then
∞∑
t=1

St ≤
∞∑
t=1

Tt.

(iv) If St ≤ Tt for any t ∈ N and if there exists m ∈ N such that Sm < Tm, then

∞∑
t=1

St <

∞∑
t=1

Tt.
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Proof. (i) First, fix any xt ∈ St + Tt (t ∈ N). For each t ∈ N, there exist yt ∈ St

and zt ∈ Tt such that xt = yt + zt. Because {St} and {Tt} satisfy CA, it follows

that
∞∑
t=1

xt =
∞∑
t=1

(yt + zt) =
∞∑
t=1

yt +
∞∑
t=1

zt.

Therefore, {St + Tt} satisfies CA by the arbitrariness of xt ∈ St + Tt (t ∈ N).
Next, let x ∈

∑∞
t=1(St + Tt). There exist yt ∈ St, zt ∈ Tt (t ∈ N) such that

x =
∑∞

t=1(yt + zt). It then follows that

x =
∞∑
t=1

(yt + zt) =
∞∑
t=1

yt +
∞∑
t=1

zt ∈
∞∑
t=1

St +
∞∑
t=1

Tt.

Therefore, we have
∑∞

t=1(St + Tt) ⊂
∑∞

t=1 St +
∑∞

t=1 Tt.

Next, let x ∈
∑∞

t=1 St +
∑∞

t=1 Tt. There exist y ∈
∑∞

t=1 St and z ∈
∑∞

t=1 Tt such

that x = y + z, and there exist yt ∈ St, zt ∈ Tt (t ∈ N) such that y =
∑∞

t=1 yt and

z =
∑∞

t=1 zt. Because

yt + zt ∈ St + Tt (t ∈ N),

x = y + z =

∞∑
t=1

yt +

∞∑
t=1

zt =

∞∑
t=1

(yt + zt) ∈
∞∑
t=1

(St + Tt),

we have
∑∞

t=1(St + Tt) ⊃
∑∞

t=1 St +
∑∞

t=1 Tt.

(ii) First, fix any xt ∈ βSt (t ∈ N). For each t ∈ N, there exists yt ∈ St such that

xt = βyt. Because {St} satisfies CA, it follows that
∞∑
t=1

xt =
∞∑
t=1

βyt = β
∞∑
t=1

yt.

Therefore, {βSt} satisfies CA by the arbitrariness of xt ∈ βSt (t ∈ N).
Next, let x ∈

∑∞
t=1 βSt. There exist yt ∈ St (t ∈ N) such that x =

∑∞
t=1 βyt. It

then follows that

x =
∞∑
t=1

βyt = β
∞∑
t=1

yt ∈ β
∞∑
t=1

St.

Therefore, we have
∑∞

t=1 βSt ⊂ β
∑∞

t=1 St.

Next, let x ∈ β
∑∞

t=1 St. There exists y ∈
∑∞

t=1 St such that x = βy, and there

exist yt ∈ St (t ∈ N) such that y =
∑∞

t=1 yt. Because

βyt ∈ βSt, t ∈ N,

x = βy = β

∞∑
t=1

yt =

∞∑
t=1

βyt ∈
∞∑
t=1

βSt,

we have
∑∞

t=1 βSt ⊃ β
∑∞

t=1 St.

(iii) In order to show that
∞∑
t=1

Tt ⊂
∞∑
t=1

St + Rn
+,

∞∑
t=1

St ⊂
∞∑
t=1

Tt + Rn
−,
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we show that

y ∈
∞∑
t=1

Tt ⇒ ∃x ∈
∞∑
t=1

St s.t. x ≤ y,

x ∈
∞∑
t=1

St ⇒ ∃y ∈
∞∑
t=1

Tt s.t. x ≤ y.

First, let y ∈
∑∞

t=1 Tt. There exist yt ∈ Tt (t ∈ N) such that y =
∑∞

t=1 yt. For

each t ∈ N, because Tt ⊂ St +Rn
+, there exists xt ∈ St such that xt ≤ yt. If we put

x =
∑∞

t=1 xt ∈
∑∞

t=1 St, then we have x =
∑∞

t=1 xt ≤
∑∞

t=1 yt = y.

Next, let x ∈
∑∞

t=1 St. There exist xt ∈ St (t ∈ N) such that x =
∑∞

t=1 xt. For

each t ∈ N, because St ⊂ Tt +Rn
−, there exists yt ∈ Tt such that xt ≤ yt. If we put

y =
∑∞

t=1 yt ∈
∑∞

t=1 Tt, then we have x =
∑∞

t=1 xt ≤
∑∞

t=1 yt = y.

(iv) It is easy to see that

∞∑
t=1

St =

m∑
t=1

St +

∞∑
t=m+1

St,

∞∑
t=1

Tt =

m∑
t=1

Tt +

∞∑
t=m+1

Tt.

Because St ≤ Tt(t ∈ N) and Sm < Tm from the assumption, it follows that

m∑
t=1

St <
m∑
t=1

Tt,
∞∑

t=m+1

St ≤
∞∑

t=m+1

Tt

from (2.6), (2.7), and (iii) of this proposition. Therefore, we have

∞∑
t=1

St =
m∑
t=1

St +
∞∑

t=m+1

St <
m∑
t=1

Tt +
∞∑

t=m+1

Tt =
∞∑
t=1

Tt

from (2.7). □

For a sequence of sets in a series, the following proposition shows that the sequence

approaches the origin.

Proposition 4.4. Let {St}t∈N ⊂ P(Rn)\{∅}. If {St}t∈N satisfies CA, then for any

ε > 0, there exists t0 ∈ N such that St ⊂ Bε for any t ≥ t0, where Bε = {x ∈ Rn :

∥x∥∞ < ε}.

Proof. Suppose that for some ε0 > 0 and any t ∈ N, there exists kt ≥ t such that

Skt ̸⊂ Bε0 . We derive the following contradiction. From the above assumption, there

exists N0 ∈ N ♯
∞ such that St ̸⊂ Bε0 for any t ∈ N0. Fix any xt = (xt1, xt2, . . . , xtn) ∈

St \Bε0 for each t ∈ N0, and fix any xt = (xt1, xt2, . . . , xtn) ∈ St for each t ∈ N\N0.

For each t ∈ N0, because xt = (xt1, xt2, . . . , xtn) /∈ Bε0 , there exists it ∈ {1, 2, . . . , n}
such that |xtit | ≥ ε0. Thus, there exist i0 ∈ {1, 2, . . . , n} and N1 ∈ N ♯

∞, N1 ⊂ N0

such that |xti0 | ≥ ε0 for any t ∈ N1. It then follows that xti0 ̸→ 0 as t → ∞.

Therefore, because
∑∞

t=1 xti0 does not converge,
∑∞

t=1 xt does not converge. This

contradicts that {St} satisfies CA. □
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For a series of sets, the following proposition shows that the sum of the latter

part of the series approaches the origin.

Proposition 4.5. Let {St}t∈N ⊂ P(Rn) \ {∅}. If {St}t∈N satisfies ACA, then for

any ε > 0, there exists m0 ∈ N such that
∑∞

t=m St ⊂ Bε for any m ≥ m0, where

Bε = {x ∈ Rn : ∥x∥ < ε}.

Proof. First, fix any ε > 0. Because
∑∞

t=1 |St| < ∞, there exists m0 ∈ N such that∑∞
t=m |St| < ε for any m ≥ m0.

Next, fix any m ≥ m0 and any x ∈
∑∞

t=m St. There exist xt ∈ St, t ≥ m such

that x =
∑∞

t=m xt. It then follows that

∥x∥ ≤
∞∑

t=m

∥xt∥ ≤
∞∑

t=m

|St| < ε.

Thus, x ∈ Bε. Therefore, we have
∑∞

t=m St ⊂ Bε for any m ≥ m0. □

Proposition 4.6. Let {St}t∈N ⊂ P(Rn) \ {∅}. If {St}t∈N satisfies CA, then

{cl(St)}t∈N ⊂ P(Rn) \ {∅} also satisfies CA.

Proof. Fix any ε > 0 and any xt = (xt1, xt2, . . . , xtn) ∈ cl(St) (t ∈ N). In addition,

fix any γ ∈ ]0, 1[ with γ
1−γ < ε

2 .

For each t ∈ N, because xt = (xt1, xt2, . . . , xtn) ∈ cl(St), there exists xt =

(xt1, xt2, . . . , xtn) ∈ St such that |xti − xti| < γt (i = 1, 2, . . . , n). Because
∑∞

t=1 xti
(i = 1, 2, . . . , n) converge, {

∑m
t=1 xti}m∈N (i = 1, 2, . . . , n) are Cauchy sequences.

There exists t0 ∈ N such that
∣∣∑u

t=s+1 xti
∣∣ < ε

2 (i = 1, 2, . . . , n) for any u > s ≥ t0.

For each t ∈ N, because xti − γt < xti < xti + γt (i = 1, 2, . . . , n), it follows that

−ε <
u∑

t=s+1

xti −
γ

1− γ

<
u∑

t=s+1

xti −
u∑

t=s+1

γt

<

u∑
t=s+1

xti

<
u∑

t=s+1

xti +
u∑

t=s+1

γt

<
u∑

t=s+1

xti +
γ

1− γ

< ε (i = 1, 2, . . . , n)

for any u > s ≥ t0 and that
∣∣∑u

t=s+1 xti
∣∣ < ε (i = 1, 2, . . . , n). By the arbitrariness

of ε > 0, {
∑m

t=1 xti}m∈N (i = 1, 2, . . . , n) are Cauchy sequences. By the complete-

ness of R,
∑∞

t=1 xti (i = 1, 2, . . . , n) converge. Consequently,
∑∞

t=1 xt converges.

Therefore, {cl(St)} satisfies CA. □
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Proposition 4.7. Let {St}t∈N ⊂ P(Rn)\{∅}. If {St}t∈N satisfies CA and St(t ∈ N)

are bounded, then

∞∑
t=1

St is nonempty and bounded.

Proof. From the assumption, we have
∑∞

t=1 St ̸= ∅. We show that
∑∞

t=1 cl(St) ⊃∑∞
t=1 St is bounded. From Proposition 4.6, {cl(St)}t∈N ⊂ C(Rn) satisfies CA. For

each i ∈ {1, 2, . . . , n}, we put ei = (δi1, δi2, . . . , δin) ∈ Rn
+ \ {0}, where

δij =

{
1 if i = j,

0 if i ̸= j.

From Lemma 4.2, minx′∈
∑∞

t=1 cl(St)⟨ei,x′⟩ and maxx′∈
∑∞

t=1 cl(St)⟨ei,x′⟩ exist for

each i ∈ {1, 2, . . . , n}. Because

min
x′∈

∑∞
t=1 cl(St)

⟨ei,x′⟩ ≤ ⟨ei,x⟩ = xi ≤ max
x′∈

∑∞
t=1 cl(St)

⟨ei,x′⟩ (i = 1, 2, . . . , n)

for any x = (x1, x2, . . . , xn) ∈
∑∞

t=1 cl(St),
∑∞

t=1 cl(St) is bounded. Therefore,∑∞
t=1 St ⊂

∑∞
t=1 cl(St) is bounded. □

Proposition 4.8. Let {St}t∈N ⊂ C(Rn). If {St}t∈N satisfies ACA, then
∞∑
t=1

St ∈

C(Rn).

Proof. From Proposition 4.7,
∑∞

t=1 St is nonempty and bounded. We show that∑∞
t=1 St is closed. Fix any convergent sequence {yk}k∈N ⊂

∑∞
t=1 St and let yk →

y0 ∈ Rn. We show that y0 ∈
∑∞

t=1 St. For each k ∈ N, there exist xkt ∈ St (t ∈ N)
such that yk =

∑∞
t=1 xkt. Because {St}t∈N ⊂ C(Rn), the following statements hold.

• There exists N1 ∈ N ♯
∞ such that xk1 →

k∈N1

x01 for some x01 ∈ S1.

• There exists N2 ∈ N ♯
∞ with N2 ⊂ N1 such that xk2 →

k∈N2

x02 for some x02 ∈
S2.

...

• There exists Nt ∈ N ♯
∞ with Nt ⊂ Nt−1 such that xkt →

k∈Nt

x0t for some

x0t ∈ St.

...

Put y0 =
∑∞

t=1 x0t ∈
∑∞

t=1 St. Now, fix any ε > 0. From Proposition 4.5,

there exists m0 ∈ N such that
∥∥∑∞

t=m0+1 xkt

∥∥ < ε
4 (k ∈ N ∪ {0}). Because∑m0

t=1 xkt →
∑m0

t=1 x0t and yk → y0 as k → ∞, there exists k0 ∈ N such that

∥
∑m0

t=1 xk0t −
∑m0

t=1 x0t∥ < ε
4 and ∥yk0 − y0∥ < ε

4 . For the above m0 and k0, it

follows that

∥y0 − y0∥ =

∥∥∥∥∥y0 −
m0∑
t=1

x0t +

m0∑
t=1

x0t −
m0∑
t=1

xk0t
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+

m0∑
t=1

xk0t − yk0 + yk0 − y0

∥∥∥∥∥
≤

∥∥∥∥∥y0 −
m0∑
t=1

x0t

∥∥∥∥∥+
∥∥∥∥∥

m0∑
t=1

x0t −
m0∑
t=1

xk0t

∥∥∥∥∥
+

∥∥∥∥∥
m0∑
t=1

xk0t − yk0

∥∥∥∥∥+ ∥yk0 − y0∥

=

∥∥∥∥∥
∞∑

t=m0+1

x0t

∥∥∥∥∥+
∥∥∥∥∥

m0∑
t=1

x0t −
m0∑
t=1

xk0t

∥∥∥∥∥
+

∥∥∥∥∥
m0∑
t=1

xk0t −
∞∑
t=1

xk0t

∥∥∥∥∥+ ∥yk0 − y0∥

=

∥∥∥∥∥
∞∑

t=m0+1

x0t

∥∥∥∥∥+
∥∥∥∥∥

m0∑
t=1

x0t −
m0∑
t=1

xk0t

∥∥∥∥∥
+

∥∥∥∥∥
∞∑

t=m0+1

xk0t

∥∥∥∥∥+ ∥yk0 − y0∥

<
ε

4
+

ε

4
+

ε

4
+

ε

4
= ε.

By the arbitrariness of ε > 0, we have y0 = y0 ∈
∑∞

t=1 St. □

The following proposition shows that our series of sets is equivalent to the limit of

partial sums of a series as Painlevé-Kuratowski convergence under some conditions.

Proposition 4.9. Let {St}t∈N ⊂ C(Rn). If {St}t∈N satisfies ACA, then

∞∑
t=1

St = lim
m→∞

m∑
t=1

St

where the limit on the right-hand side means Painlevé-Kuratowski convergence.

Proof. First, let y ∈
∑∞

t=1 St. There exist xt ∈ St (t ∈ N) such that y =
∑∞

t=1 xt.

Because
∑m

t=1 xt ∈
∑m

t=1 St (m ∈ N) and
∑m

t=1 xt →
∑∞

t=1 xt = y, it follows that

y ∈ lim infm→∞
∑m

t=1 St. Therefore, we have
∑∞

t=1 St ⊂ lim infm→∞
∑m

t=1 St.

Next, let y ∈ lim supm→∞
∑m

t=1 St. There exist N ∈ N ♯
∞ and ym ∈

∑m
t=1 St

(m ∈ N) such that ym →
m∈N

y. Set N = {m1,m2, . . .} with m1 < m2 < · · · . For each
k ∈ N, there exist xmk

t ∈ St, t = 1, 2, . . . ,mk such that ymk
=
∑mk

t=1 x
mk
t . For each

k ∈ N, fix any xmk
t ∈ St (t ≥ mk + 1), and set yk =

∑∞
t=1 x

mk
t ∈

∑∞
t=1 St. Because∑∞

t=1 St ∈ C(Rn) from Proposition 4.8, suppose that yk → y0 for some y0 ∈
∑∞

t=1 St

without loss of generality. If this is not so, we can reset N = {mk1 ,mk2 , . . .} for a

convergent subsequence yk1 ,yk2 , . . . of {yk}. Now, fix any ε > 0. Because yk → y0,

there exists k1 ∈ N such that ∥yk − y0∥ < ε
2 (k ≥ k1). From Proposition 4.5, there

exists m0 ∈ N such that
∥∥∑∞

t=m+1 x
mk
t

∥∥ < ε
2 (k ∈ N, m ≥ m0). Thus, there exists
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k2 ∈ N such that

∥ymk
− yk∥ =

∥∥∥∥∥
mk∑
t=1

xmk
t −

∞∑
t=1

xmk
t

∥∥∥∥∥ =

∥∥∥∥∥∥
∞∑

t=mk+1

xmk
t

∥∥∥∥∥∥ <
ε

2
(k ≥ k2).

Put k0 = max{k1, k2}. It then follows that

∥ymk
− y0∥ = ∥ymk

− yk + yk − y0∥
≤ ∥ymk

− yk∥+ ∥yk − y0∥

<
ε

2
+

ε

2
= ε (k ≥ k0).

Thus, it follows that ymk
→ y0. By the uniqueness of the limit, it follows that

y = y0 ∈
∑∞

t=1 St. Therefore, we have lim supm→∞
∑m

t=1 St ⊂
∑∞

t=1 St.

Because
∞∑
t=1

St ⊂ lim inf
m→∞

m∑
t=1

St ⊂ lim sup
m→∞

m∑
t=1

St ⊂
∞∑
t=1

St,

we have
∞∑
t=1

St = lim inf
m→∞

m∑
t=1

St = lim sup
m→∞

m∑
t=1

St = lim
m→∞

m∑
t=1

St.

□

Example 4.10. Set A = {x ∈ Rn : ∥x∥∞ < 1} and let γ ∈ [0, 1[. If we set St =

γt−1A ∈ P(Rn)\{∅} for each t ∈ N, then {St} satisfies ACA. However, the assump-

tion of Proposition 4.9 is not satisfied because {St} ̸⊂ C(Rn). In this case,
∑∞

t=1 St ={
x ∈ Rn : ∥x∥∞ < 1

1−γ

}
and limm→∞

∑m
t=1 St =

{
x ∈ Rn : ∥x∥∞ ≤ 1

1−γ

}
, where

the limit means Painlevé-Kuratowski convergence. Therefore, we have
∑∞

t=1 St ̸=
limm→∞

∑m
t=1 St.

From Proposition 4.9 and the statements about the Pompeiu-Hausdorff distance

in the last part of Section 3, the following proposition can be obtained.

Proposition 4.11. Let {St}t∈N ⊂ C(Rn). If {St}t∈N satisfies ACA, then
∞∑
t=1

St is

both the limit as Painlevé-Kuratowski convergence and the limit with respect to the

Pompeiu-Hausdorff distance.

5. Operations and orderings for fuzzy sets

For notational convenience, we identify a fuzzy set ã on Rn with its membership

function ã : Rn → [0, 1]. Let F(Rn) be the set of all fuzzy sets on Rn.

Let ã ∈ F(Rn). For α ∈ ]0, 1], [ã]α = {x ∈ Rn : ã(x) ≥ α} is called the α-level

set of ã. The set supp(ã) = {x ∈ Rn : ã(x) > 0} is called the support of ã. The

fuzzy set ã is said to be normal if [ã]1 ̸= ∅. The fuzzy set ã is said to be compact if

[ã]α is compact for any α ∈ ]0, 1]. Let FN (Rn) be the set of all normal fuzzy sets

on Rn and let FC(Rn) be the set of all normal compact fuzzy sets on Rn.
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Addition and scalar multiplication on F(Rn) by Zadeh’s extension principle are

defined as follows (see [4, 14]). For ã, b̃ ∈ F(Rn) and µ ∈ R, ã+ b̃, µã ∈ F(Rn) are

defined as

(5.1) (ã+ b̃)(x) = sup
x=y+z

min{ã(y), b̃(z)},

(5.2) (µã)(x) = sup
x=µy

ã(y)

for each x ∈ Rn. For ã, b̃ ∈ F(Rn), we define their orderings as follows:

(5.3) ã ≤ b̃
def⇔ [ã]α ≤ [̃b]α for any α ∈ ]0, 1] ,

(5.4) ã < b̃
def⇔ [ã]α < [̃b]α for any α ∈ ]0, 1] .

Thus, ≤ is a preorder relation on F(Rn) (a binary relation on F(Rn) that is reflexive

and transitive) and < is a strict partial order relation on FC(Rn) (a binary relation

on FC(Rn) that is irreflexive and transitive). See [5, Proposition 5.2] or [6, Theorem

8.9] regarding the irreflexivity of the strict partial order relation < on FC(Rn).

For finitely many ã, b̃, . . . , c̃ ∈ FC(Rn), β, γ, . . . , δ ∈ R and µ ∈ R, α ∈ ]0, 1], it

holds that ([5, Propositions 4.1 and 4.4] or [6, Theorems 8.1 and 8.5])

(5.5) µ(ã+ b̃+ · · ·+ c̃) = µã+ µb̃+ · · ·+ µc̃,

(5.6) [βã+ γb̃+ · · ·+ δc̃]α = β[ã]α + γ [̃b]α + · · ·+ δ[c̃]α.

6. Generator of fuzzy set

Set

(6.1) Q(Rn) = {{Sα}α∈]0,1] : Sα ⊂ Rn, α ∈ ]0, 1]},

(6.2)
S(Rn) =

{
{Sα}α∈]0,1] ∈ Q(Rn) :

β, γ ∈ ]0, 1] , β ≤ γ imply Sβ ⊃ Sγ

}
.

We then define M : Q(Rn) → F(Rn) as

(6.3) M
(
{Sα}α∈]0,1]

)
= sup

α∈]0,1]
αcSα

for each {Sα}α∈]0,1] ∈ Q(Rn). For {Sα}α∈]0,1] ∈ Q(Rn) and x ∈ Rn, it can be easily

seen that

(6.4) M
(
{Sα}α∈]0,1]

)
(x) = sup

α∈]0,1]
αcSα(x) = sup{α ∈ ]0, 1] : x ∈ Sα}

where sup ∅ = 0.

When ã = M({Sα}α∈]0,1]) for ã ∈ F(Rn) and {Sα}α∈]0,1] ∈ Q(Rn), ã is called

the fuzzy set generated by {Sα}α∈]0,1] and {Sα}α∈]0,1] is called a generator of ã.

Notably, the generator of ã is not unique in general.
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A fuzzy set ã ∈ F(Rn) can be represented as

(6.5) ã = M
(
{[ã]α}α∈]0,1]

)
= sup

α∈]0,1]
αc[ã]α .

This is known as the decomposition or representation theorem (see, for example, [4]

or [6, Theorem 7.1]).

Let {Sα}α∈]0,1], {Tα}α∈]0,1] ∈ S(Rn) and let ã = M({Sα}α∈]0,1]) ∈ F(Rn), b̃ =

M({Tα}α∈]0,1]) ∈ F(Rn). In addition, let µ ∈ R. It then holds that ([5, Proposition

4.2] or [6, Theorem 8.2])

(6.6) ã+ b̃ = M
(
{Sα + Tα}α∈]0,1]

)
= sup

α∈]0,1]
αcSα+Tα ,

(6.7) µã = M
(
{µSα}α∈]0,1]

)
= sup

α∈]0,1]
αcµSα .

7. Limit of sequence of fuzzy sets

The following definition is a fuzzified version of Definition 3.1.

Definition 7.1. Let {s̃k}k∈N ⊂ F(Rn) and

Lα = lim inf
k→∞

[s̃k]α, Uα = lim sup
k→∞

[s̃k]α

for each α ∈]0, 1]. The lower limit of {s̃k}k∈N is defined as the fuzzy set

lim inf
k→∞

s̃k = sup
α∈]0,1]

αcLα = M({Lα}α∈]0,1]),

and the upper limit of {s̃k}k∈N is defined as the fuzzy set

lim sup
k→∞

s̃k = sup
α∈]0,1]

αcUα = M({Uα}α∈]0,1]).

The limit of {s̃k}k∈N is said to exist if lim infk→∞ s̃k = lim supk→∞ s̃k. Then, the

limit is defined as the fuzzy set

lim
k→∞

s̃k = lim inf
k→∞

s̃k = lim sup
k→∞

s̃k.

For sets Sk ⊂ Rn(k ∈ N), put L = lim infk→∞ Sk, U = lim supk→∞ Sk, and put

T = limk→∞ Sk if the limit of {Sk}k∈N exists. It can be seen that lim infk→∞ cSk
=

cL, lim supk→∞ cSk
= cU , and that limk→∞ cSk

= cT if the limit of {Sk}k∈N ex-

ists. Thus, the lower limit, upper limit, and limit of a sequence of fuzzy sets are

generalizations of those of a sequence of sets.
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8. Series of fuzzy sets

Let {ãt}t∈N ⊂ FN (Rn). When {[ãt]α}t∈N ⊂ P(Rn) \ {∅} satisfies CA for any

α ∈ ]0, 1], it is said that {ãt} satisfies the fuzzy convergence assumption (FCA).

Then, we define a series of fuzzy sets as follows:

(8.1)
∞∑
t=1

ãt = M

{ ∞∑
t=1

[ãt]α

}
α∈]0,1]

 .

When

(8.2)

∞∑
t=1

|[ãt]α| < ∞ for any α ∈ ]0, 1] ,

it is said that {ãt} satisfies the fuzzy absolute convergence assumption (FACA),

where |[ãt]α| is defined in (2.1). If {ãt} satisfies FACA, then it satisfies FCA.

Let {ãt}t∈N ⊂ FN (Rn). For α, β ∈ ]0, 1] with α < β, if {[ãt]α} satisfies CA,

then {[ãt]β} also satisfies CA. When {supp(ãt)}t∈N ⊂ P(Rn) \ {∅} satisfies CA,

it is said that {ãt} satisfies the fuzzy support convergence assumption (FSCA). If

{ãt} satisfies FSCA, then it satisfies FCA. However, the converse does not hold in

general. The following example demonstrates that the converse does not hold.

Example 8.1. Let ã ∈ FC(R) with ã(x) = e−|x| for each x ∈ R and let γ ∈ ]0, 1[.

Set ãt = γt−1ã (t ∈ N). For each α ∈ ]0, 1], it follows that

[ã]α = [logα,− logα],

[ãt]α = [γt−1ã]α = γt−1[ã]α = [γt−1 logα,−γt−1 logα] (t ∈ N).

Thus, {ãt}t∈N ⊂ FC(R) satisfies FACA. Therefore, {ãt} satisfies FCA, but not

FSCA because supp(ãt) = R for any t ∈ N. In this case, because

∞∑
t=1

[ãt]α =
∞∑
t=1

[γt−1 logα,−γt−1 logα]

=

[
1

1− γ
logα,− 1

1− γ
logα

]
=

1

1− γ
[logα,− logα]

=
1

1− γ
[ã]α

=

[
1

1− γ
ã

]
α

for each α ∈ ]0, 1], we have

∞∑
t=1

ãt = M

{ ∞∑
t=1

[ãt]α

}
α∈]0,1]
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= M

({[
1

1− γ
ã

]
α

}
α∈]0,1]

)

=
1

1− γ
ã

∈ FC(R)

from the decomposition theorem (6.5).

The following proposition presents the properties of addition and scalar multipli-

cation for a series of fuzzy sets.

Proposition 8.2. Let {ãt}t∈N, {b̃t}t∈N ⊂ FC(Rn) satisfy FCA and let β ∈ R.
(i) {ãt + b̃t} satisfies FCA and

∞∑
t=1

(ãt + b̃t) =

∞∑
t=1

ãt +

∞∑
t=1

b̃t.

(ii) {βãt} satisfies FCA and

∞∑
t=1

βãt = β

∞∑
t=1

ãt.

Proof. (i) Fix any α ∈ ]0, 1]. Because {[ãt]α} and {[̃bt]α} satisfy CA, {[ãt + b̃t]α}
= {[ãt]α + [̃bt]α} also satisfies CA from Proposition 4.3 (i). Therefore, {ãt + b̃t}
satisfies FCA by the arbitrariness of α ∈ ]0, 1].

Fix any α ∈ ]0, 1] again. Because {[ãt]α} and {[̃bt]α} satisfy CA, it follows that

∞∑
t=1

[ãt + b̃t]α =

∞∑
t=1

([ãt]α + [̃bt]α) =

∞∑
t=1

[ãt]α +

∞∑
t=1

[̃bt]α

from Proposition 4.3 (i). From the decomposition theorem (6.5) and (6.6),

∞∑
t=1

(ãt + b̃t) = M

{ ∞∑
t=1

[ãt + b̃t]α

}
α∈]0,1]


= M

{ ∞∑
t=1

([ãt]α + [̃bt]α)

}
α∈]0,1]


= M

{ ∞∑
t=1

[ãt]α +
∞∑
t=1

[̃bt]α

}
α∈]0,1]


= M

{ ∞∑
t=1

[ãt]α

}
α∈]0,1]

+M

{ ∞∑
t=1

[̃bt]α

}
α∈]0,1]


=

∞∑
t=1

ãt +

∞∑
t=1

b̃t.
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(ii) Fix any α ∈ ]0, 1]. Because {[ãt]α} satisfies CA, {[βãt]α} = {β[ãt]α} also satisfies
CA from Proposition 4.3 (ii). Therefore, {βãt} satisfies FCA by the arbitrariness

of α ∈ ]0, 1].

Fix any α ∈ ]0, 1] again. Because {[ãt]α} satisfies CA, it follows that

∞∑
t=1

[βãt]α =

∞∑
t=1

β[ãt]α = β

∞∑
t=1

[ãt]α

from Proposition 4.3 (ii). From the decomposition theorem (6.5) and (6.7),

∞∑
t=1

βãt = M

{ ∞∑
t=1

[βãt]α

}
α∈]0,1]


= M

{ ∞∑
t=1

β[ãt]α

}
α∈]0,1]


= M

{β ∞∑
t=1

[ãt]α

}
α∈]0,1]


= βM

{ ∞∑
t=1

[ãt]α

}
α∈]0,1]


= β

∞∑
t=1

ãt.

□

The following proposition shows that our series for fuzzy sets is equivalent to that

obtained using Zadeh’s extension principle.

Proposition 8.3. Let {ãt}t∈N ⊂ FN (Rn). If {ãt}t∈N satisfies FCA, then

(8.3)

( ∞∑
t=1

ãt

)
(x) = sup

{
inf
t∈N

ãt(xt) :
∞∑
t=1

xt = x

}
for any x ∈ Rn.

Proof. Fix any x ∈ Rn and set

f(x) =

( ∞∑
t=1

ãt

)
(x)

= M

{ ∞∑
t=1

[ãt]α

}
α∈]0,1]

 (x)

= sup

{
α ∈ ]0, 1] : x ∈

∞∑
t=1

[ãt]α

}
,
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g(x) = sup

{
inf
t∈N

ãt(xt) :

∞∑
t=1

xt = x

}
.

We show that f(x) = g(x).

First, we show that

f(x) > 0 ⇔ g(x) > 0.

Suppose that

f(x) = sup

{
α ∈ ]0, 1] : x ∈

∞∑
t=1

[ãt]α

}
> 0.

There exists α0 ∈ ]0, 1] such that x ∈
∑∞

t=1[ãt]α0 and there exist x0
t ∈ [ãt]α0

(t ∈ N) such that x =
∑∞

t=1 x
0
t . Because ãt(x

0
t ) ≥ α0 > 0 (t ∈ N), it follows that

inft∈N ãt(x
0
t ) ≥ α0 > 0. Therefore, we have

g(x) = sup

{
inf
t∈N

ãt(xt) :
∞∑
t=1

xt = x

}
≥ inf

t∈N
ãt(x

0
t ) ≥ α0 > 0.

Suppose that

g(x) = sup

{
inf
t∈N

ãt(xt) :
∞∑
t=1

xt = x

}
> 0.

There exist x0
t ∈ Rn(t ∈ N) such that x =

∑∞
t=1 x

0
t and inft∈N ãt(x

0
t ) > 0. Put

α0 = inft∈N ãt(x
0
t ) > 0. Because ãt(x

0
t ) ≥ α0 > 0 (t ∈ N), it follows that x0

t ∈ [ãt]α0

(t ∈ N) and x =
∑∞

t=1 x
0
t ∈

∑∞
t=1[ãt]α0 . Therefore, we have

f(x) = sup

{
α ∈ ]0, 1] : x ∈

∞∑
t=1

[ãt]α

}
≥ α0 > 0.

Therefore, it is proved that

f(x) > 0 ⇔ g(x) > 0,

and we have

f(x) = 0 ⇔ g(x) = 0.

Next, suppose that

f(x) = sup

{
α ∈ ]0, 1] : x ∈

∞∑
t=1

[ãt]α

}
= α0 > 0.

It follows that x ∈
∑∞

t=1[ãt]α (α ∈ ]0, α0[) and x /∈
∑∞

t=1[ãt]α (α ∈ ]α0, 1]). For any

α ∈ ]0, α0[, there exist xα
t ∈ [ãt]α (t ∈ N) such that x =

∑∞
t=1 x

α
t . It holds that

x ̸=
∑∞

t=1 x
α
t for any α ∈ ]α0, 1] and xα

t ∈ [ãt]α (t ∈ N). For any α ∈ ]0, α0[, it

follows that inf t∈N ãt(x
α
t ) ≥ α because ãt(x

α
t ) ≥ α (t ∈ N). Because

g(x) = sup

{
inf
t∈N

ãt(xt) :

∞∑
t=1

xt = x

}
≥ inf

t∈N
ãt(x

α
t ) ≥ α
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for any α ∈ ]0, α0[, it follows that

g(x) = sup

{
inf
t∈N

ãt(xt) :

∞∑
t=1

xt = x

}
≥ α0.

For any α ∈ ]α0, 1], if x =
∑∞

t=1 xt, then there exists t0 ∈ N such that xt0 /∈
[ãt0 ]α(⇔ ãt0(xt0) < α), and then inf t∈N ãt(xt) < α. Because

g(x) = sup

{
inf
t∈N

ãt(xt) :

∞∑
t=1

xt = x

}
≤ α

for any α ∈ ]α0, 1], it follows that

g(x) = sup

{
inf
t∈N

ãt(xt) :

∞∑
t=1

xt = x

}
≤ α0.

Therefore, we have

g(x) = sup

{
inf
t∈N

ãt(xt) :

∞∑
t=1

xt = x

}
= α0 = f(x).

□

Remark 8.4. In Stojaković and Stojaković [12, 13], a series of {ãt}t∈N ⊂ FN (Rn),

which is not necessary to satisfy FCA, is defined as the right-hand side of (8.3) using

Zadeh’s extension principle. Proposition 8.3 shows that our series (8.1) of fuzzy sets

is equivalent to that in Stojaković and Stojaković [12, 13] when FCA is satisfied.

Remark 8.5. In this remark, we present other definitions of series of sets and fuzzy

sets. For {St}t∈N ⊂ P(Rn), which is not necessary to satisfy CA, define

∞∑
t=1

St =

{ ∞∑
t=1

xt : xt ∈ St, t ∈ N, and

∞∑
t=1

xt converges

}
.

For {ãt}t∈N ⊂ F(Rn), define( ∞∑
t=1

ãt

)
(x) = sup

{
inf
t∈N

ãt(xt) :
∞∑
t=1

xt = x

}
for each x ∈ Rn. It can be proved in a similar way to Proposition 8.3 that

∞∑
t=1

ãt = M

{ ∞∑
t=1

[ãt]α

}
α∈]0,1]

 .

For a series of fuzzy sets, the following theorem presents the conditions for which

level sets of a series coincide with a series of level sets.

Theorem 8.6. （[12, Theorem 1]）Let {ãt}t∈N ⊂ FC(Rn). If {ãt}t∈N satisfies

FACA, then [ ∞∑
t=1

ãt

]
α

=

∞∑
t=1

[ãt]α
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for any α ∈ ]0, 1].

The following proposition presents the properties of orderings for a series of fuzzy

sets.

Proposition 8.7. Let {ãt}t∈N, {b̃t}t∈N ⊂ FC(Rn) satisfy FACA.

(i) If ãt ≤ b̃t for any t ∈ N, then
∞∑
t=1

ãt ≤
∞∑
t=1

b̃t.

(ii) If ãt ≤ b̃t for any t ∈ N and if there exists m ∈ N such that ãm < b̃m, then
∞∑
t=1

ãt <

∞∑
t=1

b̃t.

Proof. (i) Fix any α ∈ ]0, 1]. Because [ãt]α ≤ [̃bt]α (t ∈ N), it follows that
∑∞

t=1[ãt]α
≤
∑∞

t=1 [̃bt]α from Proposition 4.3 (iii). From Theorem 8.6, [
∑∞

t=1 ãt]α =
∑∞

t=1[ãt]α

≤
∑∞

t=1 [̃bt]α =
[∑∞

t=1 b̃t

]
α
. Therefore, we have

∑∞
t=1 ãt ≤

∑∞
t=1 b̃t by the arbitrari-

ness of α ∈ ]0, 1].

(ii) Fix any α ∈ ]0, 1]. Because [ãt]α ≤ [̃bt]α (t ∈ N) and [ãm]α < [̃bm]α, it follows that∑∞
t=1[ãt]α <

∑∞
t=1 [̃bt]α from Proposition 4.3 (iv). From Theorem 8.6, [

∑∞
t=1 ãt]α

=
∑∞

t=1[ãt]α <
∑∞

t=1 [̃bt]α =
[∑∞

t=1 b̃t

]
α
. Therefore, we have

∑∞
t=1 ãt <

∑∞
t=1 b̃t by

the arbitrariness of α ∈ ]0, 1]. □

The following proposition shows that our series of fuzzy sets is equivalent to

the limit of partial sums of a series under some conditions, where the limit is de-

fined as the limit in Definition 7.1 and is a fuzzified version of Painlevé-Kuratowski

convergence.

Proposition 8.8. Let {ãt}t∈N ⊂ FC(Rn). If {ãt}t∈N satisfies FACA, then
∞∑
t=1

ãt = lim
m→∞

m∑
t=1

ãt

where the limit on the right-hand side is the limit in Definition 7.1.

Proof. From Proposition 4.9, it follows that

∞∑
t=1

[ãt]α = lim
m→∞

m∑
t=1

[ãt]α = lim
m→∞

[
m∑
t=1

ãt

]
α

for any α ∈ ]0, 1], where limm→∞ means Painlevé-Kuratowski convergence. There-

fore, we have
∞∑
t=1

ãt = lim
m→∞

m∑
t=1

ãt

where the limit on the right-hand side is the limit in Definition 7.1. □
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Example 8.9. Consider {St} as in Example 4.10. If we set ãt = cSt for each t ∈ N,
then {ãt} ⊂ FN (Rn) and {ãt} ̸⊂ FC(Rn), and then {ãt} satisfies FACA. In this

case,
∞∑
t=1

ãt = c∑∞
t=1 St

̸= climm→∞
∑m

t=1 St
= lim

m→∞

m∑
t=1

ãt

where the first limit means Painlevé-Kuratowski convergence and the second limit

is the limit in Definition 7.1.

9. Conclusion

In this study, we proposed series of sets and fuzzy sets and investigated their

properties.

First, we proposed a series of sets and derived the properties of addition, scalar

multiplication, and orderings (Proposition 4.3). For a sequence of sets in a series, it

was derived that the sequence approaches the origin (Proposition 4.4). For a series

of sets, it was derived that the sum of the latter part of the series approaches the

origin (Proposition 4.5). It was derived that a series of compact sets is compact

(Proposition 4.8). It was derived that under some conditions, our series of sets is

equivalent to the limit of partial sums of a series as Painlevé-Kuratowski convergence

(Proposition 4.9).

Next, we proposed a series of fuzzy sets and derived the properties of addition and

scalar multiplication (Proposition 8.2). It was derived that our series of fuzzy sets

is equivalent to that obtained using Zadeh’s extension principle (Proposition 8.3).

The properties of orderings for a series of fuzzy sets were derived (Proposition 8.7).

It was derived that under some conditions, our series of fuzzy sets is equivalent

to the limit of partial sums of a series, where the limit is a fuzzified version of

Painlevé-Kuratowski convergence (Proposition 8.8).

It is expected that the properties derived in this study will be useful for an

infinite-horizon MDP or dynamic programming as a maximization problem of the

discounted total reward, in which the rewards are given as compact sets or compact

fuzzy sets and are not necessarily convex.
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