
Journal of Nonlinear and Convex Analysis
Volume 9, Number 2, 2008, 141–159

RELAXATION AND BOLZA PROBLEM INVOLVING A SECOND
ORDER EVOLUTION INCLUSION

C. CASTAING AND T. HADDAD

Abstract. We present a relaxation problem in control theory when the dynam-
ics are governed by a second order evolution inclusion with antiperiodic boundary
conditions and its application to a Bolza type problem. A related variational con-
vergence result is also investigated.

1. Introduction

This paper is devoted to a relaxation problem in control theory when the dynam-
ics are governed by a second order evolution inclusion with antiperiodic boundary
conditions and its application to a Bolza type problem. In the first order evolution
inclusions, some related results are given in [21] [12], [11], [16], [17]. In [6], [13]
the authors present some results in this framework when the dynamic is given by
a second order ordinary differential equation with two points boundary conditions.
Existence and uniqueness of antiperiodic solution appeared in a series of works [2],
[3], [4], [5], [19], [26], [27], [15]. In this paper, we present some relaxation results in a
second order evolution inclusion with antiperiodic boundary conditions. Our proofs
rely on some results on existence and uniqueness of antiperiodic solution of a second
order evolution inclusion with convex compact valued upper semicontinuous pertur-
bation and the stable convergence of Young measures [12]. In section 3 we state
some existence and uniqueness results of anti-periodic solutions for these classes of
second order evolution inclusions. In section 4 we present main results in relaxation
problems for a second order evolution inclusion with antiperiodic boundary condi-
tions via Young measures and its application to a Bolza problem. A variational
convergence result in this class of evolution inclusion is also investigated.

2. Preliminaries and background

In this section, (Ω,S, P ) is a complete probability space, S and T are two Polish
spaces and E is a separable Banach space. By L1

E(Ω,S, P ) we denote the space
of all Lebesgue-Bochner integrable E-valued functions defined on Ω. For the sake
of completeness, we summarize some useful facts concerning Young measures. Let
X be a completely regular Suslin space and let Cb(X) be the space of all bounded
continuous functions defined on X. Let M1

+(X) be the set of all Borel probability
measures on X equipped with the narrow topology. A Young measure λ : Ω →
M1

+(X) is, by definition, a scalarly measurable mapping from Ω into M1
+(X),

2000 Mathematics Subject Classification. 45N05, 47J25, 35B40, 35K55, 35K90.
Key words and phrases. Anti-periodic, Bolza, convex, maximal monotone, relaxation, subdiffer-

ential, Young measures.



142 C. CASTAING AND T. HADDAD

that is, for every f ∈ Cb(X), the mapping ω 7→ 〈f, λω〉 :=
∫
X f(x) dλω(x) is S-

measurable. A sequence (λn) in the space of Young measures Y(Ω,S, P ;M1
+(X))

stably converges to a Young measure λ ∈ Y(Ω,S, P ;M1
+(X)) if the following holds

lim
n

∫
A
[
∫

X
f(x) dλn

ω(x)] dP (ω) =
∫

A
[
∫

X
f(x) dλω(x)] dP (ω)

for every A ∈ S and for every f ∈ Cb(X). We recall and summarize some results
for Young measures.

Proposition 2.1 ([12, Theorem 3.3.1]). Assume that S and T are Polish spaces.
Let (µn) be a sequence in Y(Ω,S, P ;M1

+(S)) and let (νn) be a sequence in
Y(Ω,S, P ;M1

+(T )). Assume that

(i) (µn) converges in probability to µ∞ ∈ Y(Ω,S, P ;M1
+(S)),

(ii) (νn) stably converges to ν∞ ∈ Y(Ω,S, P ;M1
+(T )).

Then (µn ⊗ νn) stably converges to µ∞ ⊗ ν∞.

Proposition 2.2 ([12, Theorem 6.3.5]). Assume that X and Z are Polish spaces.
Let (un) be sequence of S-measurable mappings from Ω into X such that (un) con-
verges in probability to a S-measurable mapping u∞ from Ω into X and (vn) be a
sequence of S-measurable mappings from Ω into Z such that (vn) stably converges
to ν∞ ∈ Y(Ω,S, P ;M1

+(Z)). Let h : Ω × X × Z → R be a Carathéodory integrand
such that the sequence (h(., un(.), vn(.)) is uniformly integrable. Then the following
holds

lim
n→∞

∫
Ω

h(ω, un(ω), vn(ω)) dP (ω) =
∫

Ω
[
∫

Z
h(ω, u∞(ω), z) dν∞

ω (z)] dP (ω).

3. Some existence theorem in second order evolution inclusions

We begin with a second order evolution inclusion with upper semicontinuous
convex weakly compact valued perturbation in a separable Hilbert space. For this
purpose we need first a closure type lemma that is a particular form of a similar
result given in ([13], Lemma 4.1).

Lemma 3.1. Let H be a separable Hilbert space. Let ϕ be a convex lower semi-
continuous function defined on H with values in ] − ∞, +∞]. Let (un)n∈N∪{∞}
be a sequence of measurable mapppings from [0, T ] into H. such that un → u∞
pointwisely with respect to the norm topology. Assume that ϕ(un(t)) is finite for
every n ∈ N∪{∞} and for every t ∈ [0, T ] and (ζn)n∈N is a sequence in L1

H([0, T ])
satisfying

ζn(t) ∈ ∂ϕ(un(t)) a.e. t ∈ [0, T ]

for each n ∈ N and σ(L1
H , L∞

H ) converging to ζ∞ ∈ L1
H([0, T ]). Then we have

ζ∞(t) ∈ ∂ϕ(u∞(t)) a.e. t ∈ [0, T ].

Proof. We will use Komlós techniques. See ([20] , [18]). Namely we may assume
that (ζn) Komlós converges to ζ∞ and (|ζn|) Komlós converges to ρ∞ ∈ L1

R([0, T ]),
because the sequence (ζn) (resp. (|ζn|)) is bounded in L1

H([0, T ]) (resp. L1
R([0, T ])).
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Accordingly there are a Lebesgue negligible set M in [0, T ] and subsequences (ζ ′m),
(|ζ ′m|) such that

lim
n

1
n

n∑
m=1

ζ ′m(t) = ζ∞(t),

lim
n

1
n

n∑
m=1

|ζ ′m|(t) = ρ∞(t),

for all t ∈ [0, T ] \M. Let ε > 0 and let t ∈ [0, T ] \M. By lower semicontinuity of ϕ
and pointwise convergence of um to u∞, there is Nε ∈ N such that ||um(t)−u∞(t)|| ≤
ε and that ϕ(um(t)) ≥ ϕ(u∞(t)) − ε for all m ≥ Nε. Then we have the estimate

ϕ(x) ≥ ϕ(u∞(t)) − ε + 〈x − u∞(t), ζ ′m(t)〉 − |ζ ′m|(t)ε
for all x ∈ H, using the classical definition of subdifferential in convex analysis and
the preceding estimate. Applying the previous convergences in the last inequality
gives

ϕ(x) ≥ ϕ(u∞(t)) − ε + 〈x − u∞(t), ζ∞(t)〉 − ρ∞(t)ε
As ε is arbitrary > 0 we finally get

ϕ(x) ≥ ϕ(u∞(t)) + 〈ζ∞(t), x − u∞(t)〉
for all x ∈ H. Whence we have ζ∞(t) ∈ ∂ϕ(u∞(t)) a.e.. ¤

Let us recall and summarize a classical closure type lemma.

Lemma 3.2. Let H be a separable Hilbert space. Let ϕ be a convex lower semicon-
tinuous function defined on H with values in ] − ∞, +∞]. Let (un)n∈N ∪ {∞} be
a sequence in L2

H([0, T ]) such that (un)n∈N strongly converges to u∞ ∈ L2
H([0, T ]).

Assume that ϕ(un(t)) is finite for every n ∈ N ∪ {∞} and for every t ∈ [0, T ] and
(ζn)n∈N is a sequence in L2

H([0, T ]) satisfying

ζn(t) ∈ ∂ϕ(un(t)) a.e. t ∈ [0, T ]

for each n ∈ N and converging weakly to ζ∞ ∈ L2
H([0, T ]). Then we have

ζ∞(t) ∈ ∂ϕ(u(t)) a.e. t ∈ [0, T ].

Proof. It is well-known that A := ∂ϕ is an maximal monotone operator in H. Let
us denote by A its extension to L2

H([0, T ]) defined by v ∈ Au ⇐⇒ v(t) ∈ Au(t) a.e
∀u, v ∈ L2

H([0, T ]). It is easy to see that A is monotone in L2
H([0, T ]). Let us check

that A is maximal monotone. Let g ∈ L2
H([0, T ]). It is enough to show that there

exists v ∈ L2
H([0, T ] such that

g ∈ v + Av

As A is maximal monotone, the function v(t) = [I + A]−1g(t) satisfies

g(t) ∈ [IH + A]v(t) ⇐⇒ g ∈ [IL2
H([0,T ]) + A]v.

So it remains to check that v ∈ L2
H([0, T ]). Indeed, we have v(t) = g(t)−proxγg(t),

here γ is the conjugate of ϕ and proxγ is the prox mapping associated with γ. Since
proxγ is a contraction, it is easy to check that the mapping t 7→ proxγg(t) belongs
to L2

H([0, T ]). So A is maximal monotone in L2
H([0, T ]). As its graph is sequentially
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strong-weak closed, (un) strongly converges in L2
H([0, T ] to u∞, and (ζn) converges

weakly in L2
H([0, T ] to ζ, we have ζ ∈ Au ⇐⇒ v(t) ∈ ∂ϕ(u(t)) a.e. ¤

Remarks. Lemma 3.2 is well-known. However, we would like to mention the
differences of techniques occuring in the two preceding results. The use of Komlós
convergence or Mazur convergence appeared first in the recent works dealing with
the proximal subdifferential of nonconvex lower semicontinuous functions [23], [13],
[24]. In particular, it can be applied to nonconvex lower semicontinuous functions
pln functions [22]. Komlós argument allows to prove the validity of Lemma 3.1
when (un) pointwisely converges to u∞. An inspection of the proof of Lemma
3.1 shows that this technique is completetely independent of convex analysis and
maximal monotone operators and can be used only in the case when ϕt does not
depend on the parameter t ∈ [0, T ]. Coming back to the proof of Lemma 3.2, we
see that, it can be applied to the case when ϕt depends on a parameter t ∈ [0, T ],
provided that the mapping t 7→ proxγtx is Borel, or Lebesque mesurable for each
fixed x ∈ H, γt being the conjugate of ϕt. See [25] for details concerning the theory
of prox mappings in Hilbert spaces. These considerations allow to extend Lemma
3.2 to the case when ϕt depends on a parameter, by introducing the extension of
the operator A(t) = ∂ϕt to L2

H([0, T ] by v ∈ Av ⇐⇒ v(t) ∈ A(t)u(t) a.e. The
details are left to the reader. At this point let us mention some results related to
Lemma 3.2, see [8] dealing of a family A(t) of m-accretive operators in a separable
reflexive Banach spaces such that its strong dual is uniformly convex and [28], [29]
dealing with A(t) := ∂ϕt in Hilbert spaces. In view of applications, it is worthwhile
to mention that Lemma 3.2 is valid when H = Rd and ∂ϕ is replaced by any m-
accretive operator A : H ⇒ H. Indeed, the graph of A is closed. So A is Borel,
that is A−B := {x ∈ H : A(x) ∩ B 6= ∅} is Borel for any closed subset of H so
that D(A) is Borel. It follows that x 7→ [IH + A]−1x is Borel, so that, for any
Lebesgue measurable mapping g : [0, T ] → H the mapping t 7→ [IH + A]−1g(t) is
Lebesgue-measurable. See [8], [9] for details.

The following deal with a convex compact valued perturbation of a second or-
der evolution governed by subdifferential operators of convex lower semicontinuous
functions with anti-periodic boundary conditions. Compare with Lemma 3.4 in [2]
dealing with single valued continuous perturbations and [5] dealing with first order
evolution inclusions. For simplicity, we will assume that H = Rd.

Theorem 3.3. Let H = Rd, γ ∈ R, ϕ : H →] −∞, +∞] be a proper, convex, l.s.c
and even function. Let F : [0, T ] × H ⇒ H be a convex compact valued mapping,
separately scalarly measurable on [0, T ], separately scalarly upper semicontinuous on
H satisfying: there is r ∈ L2

R+([0, T ]) such that F (t, x) ⊂ Γ(t) := r(t)BH(0, 1) for
all (t, x) ∈ [0, T ] × H.
Then the problem{

ü(t) + γu̇(t) ∈ F (t, u(t)) + ∂ϕ(u(t)), a.e. t ∈ [0, T ],
u(T ) = −u(0), u̇(T ) = −u̇(0).

has at least an anti-periodic W 2,2
H ([0, T ]) solution.
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Proof. Recall that a W 2,2
H ([0, T ]) function u : [0, T ] → H is solution of the problem

under consideration if there exists a function h ∈ L2
H([0, T ]) such that ü(t) + γu̇(t) ∈ h(t) + ∂ϕ(u(t)), a.e. t ∈ [0, T ],

h(t) ∈ F (t, u(t)) a.e. t ∈ [0, T ],
u(T ) = −u(0), u̇(T ) = −u̇(0).

Let us denote by S2
Γ the set of all L2

H([0, T ])-selection of Γ

S2
Γ := {f ∈ L2

H([0, T ]) : f(t) ∈ Γ(t) a.e. t ∈ [0, T ]}.

By virtue of ([2], Theorem 2.1) , for each f ∈ S2
Γ, there is a unique W 2,2

H ([0, T ])-
solution uf of{

üf (t) + γu̇f (t) ∈ f(t) + ∂ϕ(uf (t)), a.e. t ∈ [0, T ],
uf (T ) = −uf (0), u̇f (T ) = −u̇f (0).

For each f ∈ S2
Γ, let us define the multifunction

Ψ(f) := {g ∈ L2
H([0, T ]) : g(t) ∈ F (t, uf (t)) a.e. t ∈ [0, T ]}.

Then is is clear that Ψ(f) is a nonempty convex weaky compact subset of S2
Γ, here

the nonemptiness follows from ([14], Theorem VI-6). From the above consideration,
we need to prove that the convex weakly compact valued mapping Ψ : S2

Γ ⇒ S2
Γ

admits a fixed point. By virtue of Kakutani-Ky Fan theorem, it is enough to prove
that Ψ is upper semicontinuous when S2

Γ is endowed with the weak topology of
L2

H([0, T ]). As L2
H([0, T ]) is separable, S2

Γ is compact metrizable with respect to
the weak topology of L2

H([0, T ]). So it turns out to check that the graph Gr(Ψ)
is sequentially weakly closed in S2

Γ × S2
Γ. Let (fn, gn) ∈ Gr(Ψ) weakly converging

to (f, g) ∈ S2
Γ × S2

Γ. From the definition of Ψ, that means ufn is the W 2,2
H ([0, T ])

solution of {
üfn(t) + γu̇fn(t) ∈ fn(t) + ∂ϕ(ufn(t)), a.e. t ∈ [0, T ],
ufn(T ) = −ufn(0), u̇fn(T ) = −u̇fn(0)

with fn ∈ S2
Γ and gn(t) ∈ F (t, ufn(t)) a.e. t ∈ [0, T ]. Taking account into the

anti-periodicity of u̇fn and ufn and using the estimate ([2], Lemma 2.2)

||üfn ||L2
H([0,T ]) ≤ ||fn||L2

H([0,T ]) ≤ ||r||L2
R+ ([0,T ]), ∀n ∈ N,

we may conclude that

sup
n≥1

||u̇fn ||CH([0,T ]) < +∞ and sup
n≥1

||ufn ||CH([0,T ]) < +∞.

We may assume that (üfn) converges weakly in L2
H([0, T ]) to a function w ∈

L2
H([0, T ]) and (u̇fn) pointwisely converges to a function v, namely

v(t) := lim
n

u̇fn(t) = lim
n

[u̇fn(0) +
∫ t

0
üfn(s)ds]

= lim
n

u̇fn(0) +
∫ t

0
w(s)ds,∀t ∈ [0, T ].
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and hence

u(t) := lim
n

ufn(t) = lim
n

[ufn(0) +
∫ t

0
u̇fn(s)ds]

= lim
n

ufn(0) +
∫ t

0
v(s)ds,∀t ∈ [0, T ].

We conclude that u ∈ W 2,2
H ([0, T ]) with u̇ = v and ü = w and satisfies the an-

tiperiodic conditions: u(T ) = −u(0); u̇(T ) = −u̇(0). Furthermore, it is easy to see
that (ufn) converges pointwisely to u and (u̇fn) converges to v with respect to the
weak topology of L2

H([0, T ]). Combining these facts and applying Lemma 3.1 to the
inclusion

üfn(t) + γu̇fn(t) − fn(t) ∈ ∂ϕ(ufn(t))

yields
ü(t) + γu̇(t) − f(t) ∈ ∂ϕ(u(t)) a.e.

because (üfn + γu̇fn − fn) weakly converges to ü + γu̇ − f and (ufn) pointwisely
converges to u. By uniqueness, we have u = uf . Further using the inclusion
gn(t) ∈ F (t, ufn(t)) a.e. and invoking the closure type lemma in ([14], Theorem
VI-4), we have g(t) ∈ F (t, uf (t)) a.e. The proof is therefore complete. ¤

A more general version of the preceding result is available by introducing some
inf-compactness assumption ([2], page 396) on the function ϕ.

Proposition 3.4. Let H be a separable Hilbert space, γ ∈ R, ϕ : H → [0, +∞]
is proper, convex, l.s.c, even satisfying: ϕ(0) = 0 and for each M,L > 0, the
set {x ∈ D(ϕ) : ||x|| ≤ M,ϕ(x) ≤ L} is compact. Let F : [0, T ] × H ⇒ H be
a convex weakly compact valued mapping, separately scalarly measurable on [0, T ],
separately scalarly upper semicontinuous on H satisfying: there is a L2-integrably
bounded convex weakly compact valued multfunction Γ such that F (t, x) ⊂ Γ(t) for
all (t, x) ∈ [0, T ] × H. Then the problem{

ü(t) + γu̇(t) ∈ F (t, u(t)) + ∂ϕ(u(t)), a.e. t ∈ [0, T ],
u(T ) = −u(0), u̇(T ) = −u̇(0).

has at least an anti-periodic W 2,2
H ([0, T ]) solution.

Proof. By our assumption, the scalar function |Γ| belongs to L2
R([0, T ]) with |Γ|(t) =

sup{||x|| : x ∈ Γ(t)} so that Γ(t) ⊂ |Γ|(t)BH(0, 1). Furthermore, using the notations
of the proof of Theorem 3.3,

üfn(t) + γu̇fn(t) − fn(t) ∈ ∂ϕ(ufn(t))

for every fn ∈ S2
Γ, the absolute continuity of ϕ(ufn(.)) and the chain rule theorem

[7], yields

〈üfn(t), u̇fn(t)〉 + 〈γu̇fn(t) − fn(t), u̇fn(t)〉 =
d

dt
ϕ(ufn(t))
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for every fn ∈ S2
Γ so that

+∞ > sup
n≥1

∫ T

0
|〈üfn(t), u̇fn(t)〉 + 〈γu̇fn(t) − fn(t), u̇fn(t)〉|dt

= sup
n≥1

∫ T

0
| d

dt
ϕ(ufn(t))|dt.

Further apply the classical definition of the subdifferential to convex funtion ϕ yields

0 = ϕ(0)) ≥ ϕ(ufn(t)) + 〈−ufn(t), üfn(t) + γu̇fn(t) − fn(t)〉
or

0 ≤ ϕ(ufn(t) ≤ 〈ufn(t), üfn(t) + γu̇fn(t) − fn(t)〉.
Hence supn≥1 |ϕ(ufn)|L1

R([0,T ]) < +∞. Now we assert that |ϕ(ufn(t))| ≤ L for every
t ∈ [0, T ], here L is a positive constant. Indeed for all t ∈ [0, T ] we have

ϕ(ufn(0)) ≤ |ϕ(ufn(t)) − ϕ(ufn(0))| + ϕ(ufn(t))

≤
∫ T

0
| d

dt
ϕ(ufn(t))|dt + ϕ(ufn(t)).

Hence

ϕ(ufn(0)) ≤ sup
n≥1

∫ T

0
| d

dt
ϕ(ufn(t))|dt +

1
T

sup
n≥1

∫ T

0
ϕ(ufn(t))dt < +∞.

Whence we have

M := sup
n≥1

sup
t∈[0,T ]

||ufn(t)|| < +∞, L = sup
n≥1

sup
t∈[0,T ]

ϕ(ufn(t)) < +∞

so that (ufn(t)) is relatively compact with respect to the norm topology of H using
the inf-compactness assumption on ϕ. The proof can be therefore achieved as
Theorem 3.3 by invoking Ascoli theorem, Lemma 3.1 or Lemma 3.2 and a closure
type lemma ([14], Theorem VI-4). ¤

Here is an existence and uniqueness result related to Theorem 3.3 when the
perturbation is single-valued. For this purpose, we need a useful result.

Lemma 3.5. Let H = Rd. Let w : [0, T ] → Rd satisfying:

w(t) = w(0) +
∫ t

0
ẇ(s)ds, t ∈ [0, T ]; w(T ) = −w(0),

ẇ(t) = ẇ(0) +
∫ t

0
ẅ(s)ds, t ∈ [0, T ],

ẇ(T ) = −ẇ(0); ẅ ∈ L2
H([0, T ]).

Then the following inequalities hold

(a) ||w||CH([0,T ]) ≤
√

T

2
||ẇ||L2

H([0,T ]).

(b)
∫ T

0
||w(t)||2dt ≤ T 2

π2

∫ T

0
||ẇ(t)||2dt.
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Proof. (a) Since w(t) = w(0)+
∫ t
0 ẇ(s)ds and w(t) = w(T )−

∫ T
t ẇ(s)ds, ∀t ∈ [0, T ],

by adding these equalities, we get, by anti-periodicity

2w(t) =
∫ t

0
ẇ(s)ds −

∫ T

t
ẇ(s)ds, ∀t ∈ [0, T ].

Hence we have

2||w(t)|| ≤
∫ t

0
||ẇ(s)||ds +

∫ T

t
||ẇ(s)||ds =

∫ T

0
||ẇ(s)||ds ∀t ∈ [0, T ]

and so, by Holder inequality

||w||CH([0,T ]) = sup
t∈[0,T ]

||w(t)|| ≤
√

T

2
||ẇ||L2

H([0,T ]).

(b) Extend w and ẇ by anti-periodicity by putting

w(t + T ) = −w(t) and ẇ(t + T ) = −ẇ(t) ∀t ∈ R.

Then w is 2T -periodic. Indeed, it is w(t+2T ) = w(t+T +T ) = −w(t+T ) = w(t),
similarly, so is ẇ. Now, as w is 2T -periodic, T -anti-periodic, by invoking ([1], page
10) we infer that w has the Fourier expansion

w(t) =
∑
n∈Z

w1
n cos(

(2n − 1)π
T

t) + w2
n sin(

(2n − 1)π
T

t)

for all t ∈ [0, 2T ], here w1
n, w2

n are the (constant) Fourier coefficients. Hence we
have

ẇ(t) =
π

T

∑
n∈Z

−(2n − 1)w1
n sin(

(2n − 1)π
T

t) + (2n − 1)w2
n cos(

(2n − 1)π
T

t)

for all t ∈ [0, 2T ]. By virtue of Parseval equality, we have

1
2T

∫ 2T

0
||w(t)||2dt =

∑
n∈Z

(||w1
n||2 + ||w2

n||2)

and
1

2T

∫ 2T

0
||ẇ(t)||2dt =

π2

T 2

∑
n∈Z

(2n − 1)2(||w1
n||2 + ||w2

n||2).

Further we have the estimate

2T
∑
n∈Z

(||w1
n||2 + ||w2

n||2) ≤ 2T
∑
n∈Z

(2n − 1)2(||w1
n||2 + ||w2

n||2).

Whence ∫ 2T

0
||w(t)||2dt ≤ T 2

π2

∫ 2T

0
||ẇ(t)||2dt.

Let observe that ||w(t)||2 and ||ẇ(t)||2 are T -periodic because ||w(t + T )||2 = || −
w(t)||2 = ||w(t)||2 and similarly ||ẇ(t + T )||2 = || − ẇ(t)||2 = ||ẇ(t)||2. Hence we
deduce that∫ 2T

0
||w(t)||2dt = 2

∫ T

0
||w(t)||2dt and

∫ 2T

0
||ẇ(t)||2dt = 2

∫ T

0
||ẇ(t)||2dt.
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Finally we get the required inequality∫ T

0
||w(t)||2dt ≤ T 2

π2

∫ T

0
||ẇ(t)||2dt.

¤

The following is a uniqueness result.

Theorem 3.6. Let H = Rd, γ ∈ R. Assume that ϕ : H →] −∞, +∞] is proper,
convex, l.s.c, even and f : R×H → H is a Carathéodory mapping satisfying (H1):
||f(t, x)−f(t, y)|| ≤ L||x−y|| for all (t, x) ∈ R×H, for some positive constant L > 0
and (H2): there is a L2

R integrable function r : R → R+ such that ||f(t, x)|| ≤ r(t)
for all (t, x) ∈ R × H. If 0 < T < π√

L
, then the inclusion{

ü(t) + γu̇(t) ∈ f(t, u(t)) + ∂ϕ(u(t)), a.e. t ∈ [0, T ],
u(T ) = −u(0), u̇(T ) = −u̇(0).

admits a unique W 2,2
H ([0, T ])-anti-periodic solution.

Proof. Existence of at least an W 2,2
H ([0, T ])-anti-periodic solution is ensured by The-

orem 3.3. Assume that (u1) and (u2) are two solutions of the inclusion under con-
sideration.{

ü1(t) + γu̇1(t) ∈ f(t, u1(t)) + ∂ϕ(u1(t)), a.e. t ∈ [0, T ],
u1(T ) = −u1(0), u̇1(T ) = −u̇2(0).{
ü2(t) + γu̇2(t) ∈ f(t, u2(t)) + ∂ϕ(u2(t)), a.e. t ∈ [0, T ],
u2(T ) = −u2(0), u̇2(T ) = −u̇2(0).

For simplicity, let us set

v1(t) = ü1(t) + γu̇1(t) − f(t, u1(t)) ∀t ∈ [0, T ],

v2(t) = ü2(t) + γu̇2(t) − f(t, u2(t)) ∀t ∈ [0, T ],

w1,2(t) = u1(t) − u2(t) ∀t ∈ [0, T ].

Then we have

(∗) ẅ1,2(t) + γẇ1,2(t) − f(t, u1(t)) + f(t, u2(t)) = v1(t) − v2(t) ∀t ∈ [0, T ]

with w1,2(T ) = −w1,2(0) and ẇ1,2(T ) = −ẇ1,2(0). Multiplying scalarly (∗) by w1,2

and integrating on [0, T ] yields

(∗∗) 〈w1,2, ẅ1,2〉 + γ〈w1,2, ẇ1,2〉 +
∫ T

0
〈w1,2(t), f(t, u2(t)) − f(t, u1(t))〉dt

= 〈w1,2(T ), ẇ1,2(T )〉 − 〈w1,2(0), ẇ1,2(0〉 −
∫ T

0
〈ẇ1,2, ẇ1,2〉dt

+γ

∫ T

0
〈w1,2, ẇ1,2〉dt +

∫ T

0
〈w1,2(t), f(t, u2(t)) − f(t, u1(t))〉dt

=
∫ T

0
〈v1(t) − v2(t), u1(t) − u2(t)〉dt
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As
∫ T
0 〈v1(t) − v2(t), u1(t) − u2(t)〉dt ≥ 0 by monotonicity and

〈w1,2(T ), ẇ1,2(T )〉 − 〈w1,2(0), ẇ1,2(0〉 = 0 and
∫ T

0
〈w1,2, ẇ1,2〉dt = 0

by antiperiodiocity, (∗∗) implies

||ẇ1,2||2L2
H([0,T ]) ≤

∫ T

0
〈w1,2(t), f(t, u2(t)) − f(t, u1(t))〉dt

≤ L

∫ T

0
||w1,2(t)||2dt < L

T 2

π2
||ẇ1,2||2L2

H([0,T ]) < ||ẇ1,2||2L2
H([0,T ])

using the estimation (b) in Lemma 3.2 and the choice of T . It follows that
||ẇ1,2||2L2

H([0,T ])
= 0. By inequality (a) in Lemma 3.2, (or by antiperiodicity), we

conclude that w1,2(t) = u1(t) − u2(t) = 0 for all t ∈ [0, T ]. ¤

4. Relaxation, Bolza problem and variational convergence

In this section we present a relaxation problem in control theory and some varia-
tional convergence results related to the second order of evolution inclusion pre-
sented in the preceding section. We need some notations and backgrounds on
Young measures in this special context. Let Y and Z two compact metric spaces,
M1

+(Y ) and M1
+(Z) are the spaces of all probability Radon measures on Y and

Z respectively. We will endowed M1
+(Y ) and M1

+(Z) with the vague topology
so that M1

+(Y ) and M1
+(Z) are compact metrizable spaces. Let us denote by

Y([0, T ];M1
+(Z)) the space of all Young measures (alias relaxed controls) defined

on [0, T ] endowed with the stable topology so that Y([0, T ];M1
+(Z)) is a compact

metrizable space with respect to this topology. By its definition, a sequence (νn) in
Y([0, T ];M1

+(Z)) stably converges to ν ∈ Y([0, T ];M1
+(Z)) if

lim
n→∞

∫ T

0
[
∫

Z
ht(z)dνn

t (z)]dt =
∫ T

0
[
∫

Z
ht(z)dνt(z)]dt

for all h ∈ L1
C(Z)([0, T ]), here C(Z) denotes the space of all continuous real valued

functions defined on Z endowed with the norm of uniform convergence. Finally let
us denote by Z the set of all Lebesgue measurable mappings (alias original controls)
z : [0, T ] → Z and R := Y([0, T ];M1

+(Z)) the set of all relaxed controls (alias Young
measures) associated with Z.

Theorem 4.1. Let H = Rd, Y and Z two compact metric spaces, γ ∈ R, and let
ϕ : H × Y → [0, +∞[ be a lower semicontinuous function satisfying (i) : ϕ(x, .) is
continuous on Y for each fixed x ∈ H, (ii) : ϕ(., y) is even on H for each fixed
y ∈ Y , (iii) : 0 ≤ ϕ(x, y) ≤ α(1 + ||x||) for all (x, y) ∈ H × Y , for some positive
constant α. Let f : R × H × Z → H be a Carathéodory mapping on R × [H × Z]
satisfying
(H1): ||f(t, x, z) − f(t, y, z)|| ≤ L||x − y|| for all (t, x, z) ∈ R × H × Z, for some
positive constant L > 0 and
(H2): there is a positive L2

R function r such that ||f(t, x, z)|| ≤ r(t) for all (t, x, z) ∈
R × H × Z.
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Assume that 0 < T < π√
L
. For each (µ, ν) ∈ M1

+(Y ) × Y([0, T ];M1
+(Z)), let uµ,ν

be the W 2,2
H ([0, T ])-anti-periodic solution of

(SR)
{

üµ,ν(t) + γu̇µ,ν(t) ∈
∫
Z f(t, uµ,ν(t), z)dνt(z) + ∂(

∫
Y ϕ(., y)dµ(y))(uµ,ν(t))

uµ,ν(T ) = −uµ,ν(0), u̇µ,ν(T ) = −u̇µ,ν(0).

and for each (µ, z) ∈ M1
+(Y )×Z, let uµ,z be the W 2,2

H ([0, T ])-anti-periodic solution
of

(SO)
{

üµ,z(t) + γu̇µ,z(t) ∈ f(t, uµ,z(t), z(t)) + ∂(
∫
Y ϕ(., y)dµ(y))(uµ,z(t))

uµ,z(T ) = −uµ,z(0), u̇µ,z(T ) = −u̇µ,z(0)

Then the set {uµ,ν : (µ, ν) ∈ M1
+(Y )×Y([0, T ];M1

+(Z))} of all solutions of (SR) is
compact and the set {uµ,z : (µ, z) ∈ M1

+(Y ) × Z} of all solutions of (SO) is dense
in the compact set {uµ,ν : (µ, ν) ∈ M1

+(Y ) × Y([0, T ],M1
+(Z))} of all solutions of

(SR).

Proof. For each µ ∈ M1
+(Y ), the function ϕµ

ϕµ(.) =
∫

Y
ϕ(., y)dµ(y)

is nonnegative, finite, l.s.c and even on H. For each ν ∈ Y([0, T ],M1
+(Z)), the

mapping fν

fν(t, x) :=
∫

Z
f(t, x, z)dνt(z)

inherits the properties of f , that is, fν is separately measurable on R, continuous
on H and satisfies the Lipschitz condition ||fν(t, x) − fν(t, y)|| ≤ L||x − y|| for all
(t, x, y) ∈ R × H × H. By virtue of Theorem 3.6, (SR) admits a unique solution
uµ,ν associated to (µ, ν) ∈ M1

+(Y ) × Y([0, T ];M1
+(Z)), respectively (SO) admits a

unique solution uµ,z associated to (µ, z) ∈ M1
+(Y )×Z. Let (µn, νn) be a sequence in

M1
+(Y ) ×Y([0, T ];M1

+(Z)). By compactness, we may assume that (µn) converges
vaguely to µ∞ ∈ M1

+(Y ) and (νn) stably converges to ν∞ ∈ Y([0, T ];M1
+(Z)).

Since ||üµn,νn ||L2
H
≤ ||r||L2

R
for all n ≥ 1, we may argue as in Theorem 3.3 by assum-

ing that (üµn,νn) weakly converging to ü in L2
H([0, T ]), (u̇µn,νn) pointwisely converg-

ing to u̇, and (uµn,νn) pointwisely converges to u ∈ W 2,2
H ([0, T ]) with u(T ) = −u(0)

and u̇(T ) = −u̇(0).
Main fact: u coincides with the W 2,2

H ([0, T ])-anti-periodic solution uµ∞,ν∞ associ-
ated with (µ∞, ν∞) ∈ M1

+(Y ) × Y([0, T ];M1
+(Z)) of the inclusion{

üµ∞,ν∞(t) + γu̇µ∞,ν∞(t) ∈ fν∞(t, uµ∞,ν∞(t)) + ∂ϕµ∞(uµ∞,ν∞(t))
uµ∞,ν∞(T ) = −uµ∞,ν∞(0), u̇µ∞,ν∞(T ) = −u̇µ∞,ν∞(0)

Let v ∈ L2
H([0, T ]), by the definition of the subdifferential of a convex lower semi

continuous function and by integrating∫ T

0
[
∫

Y
ϕ(v(t), y)dµn(y)]dt ≥

∫ T

0
[
∫

Y
ϕ(uµn,νn(t), y)dµn(y)]dt

+
∫ T

0
〈v(t) − uµn,νn(t), üµn,νn(t) + γu̇µn,νn(t)〉dt
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−
∫ T

0
〈v(t) − uµn,νn(t),

∫
Z

f(t, uµn,νn(t), z)dνn
t (z)〉dt.

As the fiber product
(δuµn,νn ⊗ µn)

stably converges to (δu ⊗ µ∞), and ϕ is l.s.c on H × Y by hypothesis, applying
Lemma 3.4 in [13] yields

(∗) lim inf
n

∫ T

0
[
∫

Y
ϕ(uµn,νn(t), y)dµn(y)]dt ≥

∫ T

0
[
∫

Y
ϕ(u(t), y)dµ∞(y)]dt.

As we already note that üµn,νn + γu̇µn,νn converges weakly to ü + γu̇ in L2
H([0, T ])

and the sequence (uµn,νn) converges pointwisely to u with

||uµn,νn(t)|| ≤ C := sup
t∈[0,T ]

||uµn,νn(t)|| < +∞

by dominated convergence theorem, (uµn,νn) strongly converges to u in L2
H([0, T ]).

Whence we have

(∗∗) lim
n

∫ T

0
〈v(t) − uµn,νn(t), üµn,νn(t) + γu̇µn,νn(t)〉dt

=
∫ T

0
〈v(t) − u(t), ü(t) + γu̇(t)〉dt.

Further the fiber product (δuµn,νn ⊗νn) stably converges to towards (δu⊗ν∞). Now
observe that for every v ∈ L2

H([0, T ]), the integrand gv(t, x, z) : 〈v(t), f(t, x, z)〉 is
L1-bounded , namely

|gv(t, x, z)| = |〈v(t), f(t, x, z)〉| ≤ ||v(t)||r(t)
with t 7→ ||v(t)||r(t) ∈ L1

R+([0, T ]), we conclude that

lim
n→∞

∫ T

0
[
∫

Z
gv(t, uµn,νn(t), z) νn

t (dz)]dt =
∫ T

0
[
∫

Z
gv(t, u(t), z) ν∞

t (dz)]dt.

In other words, the sequence (wn) in L2
H([0, T ]) given by

wn(t) =
∫

Z
f(t, uµn,νn(t), z) νn

t (dz), ∀t ∈ [0, T ],

weakly converges to the function w∞ ∈ L2
H([0, T ]) given by

w∞(t) =
∫

Z
f(t, u(t), z) ν∞

t (dz), ∀t ∈ [0, T ].

It follows that

(∗∗∗) lim
n

∫ T

0
〈wn(t), v(t) − uµn,νn(t)〉 dt =

∫ T

0
〈w∞(t), v(t) − u(t)〉 dt.

Combining (∗) −−(∗∗∗) we conclude that

lim sup
n

∫ T

0
[
∫

Y
ϕ(v(t), y)dµn(y)]dt ≥

∫ T

0
[
∫

Y
ϕ(u(t), y)dµ∞(y)]dt∫ T

0
〈v(t) − u(t), ü(t) + γu̇(t) −

∫
Z

f(t, u(t), z) ν∞
t (dz)〉dt.



RELAXATION PROBLEM IN AN EVOLUTION INCLUSION 153

As 0 ≤ ϕ(v(t), y) ≤ α(1 + ||v(t)||) for all v ∈ L2
H([0, T ]) and for all t ∈ [0, T ], it

follows that

lim sup
n

∫ T

0
[
∫

Y
ϕ(v(t), y)dµn(y)]dt ≤ lim

n

∫ T

0
[
∫

Y
ϕ(v(t), y)dµn(y)]dt∫ T

0
lim
n

[
∫

Y
ϕ(v(t), y)dµn(y)]dt =

∫ T

0
[
∫

Y
ϕ(v(t), y)dµ∞]dt.

Finally ∫ T

0
[
∫

Y
ϕ(v(t), y)dµ∞(y)]dt ≥

∫ T

0
[
∫

Y
ϕ(u(t), y)dµ∞(y)]dt

+
∫ T

0
〈v(t) − u(t), ü(t) + γu̇(t) −

∫
Z

f(t, u(t), z) ν∞
t (dz)〉dt

for all v ∈ L2
H([0, T ]). In other words,

ü + γu̇ − fν∞(., u(.)) ∈ ∂Iϕµ∞(u)

Here ∂Iϕµ∞ denotes the subdifferential of the convex integral functional defined on
L2

H([0, T ]) by

Iϕµ∞(u) =
{ ∫ T

0 ϕµ∞(u(t))dt if
∫ T
0 ϕµ∞(u(t))dt is finite

+∞ otherwise.

By uniqueness of solutions we get u = uµ∞,ν∞ . This proves the first part of the
theorem, while the second part follows by continuity and density since R is dense
in Y([0, T ],M1

+(Z)) with respect to the stable topology ([12], Lemma 7.1.1). ¤

Open question. It is worthwhile to prove the validity of Theorem 4.1 when (H2)
is replaced by the following weaker condition (H ′

2): there is a positive L2
R function

r such that ||f(t, x, z)|| ≤ r(t)(1 + ||x||) for all (t, x, z) ∈ R × H × Z.
The following is an application to a Bolza type problem.

Theorem 4.2. With the hypotheses and notations of Theorem 4.1, let J : [0, T ] ×
Rd × Rd × Z → R be a Carathéodory integrand such that for any sequence (µn) in
M1

+(Y ) and for any sequence (ζn) in Z, the sequence

(t → J(t, uµn,ζn(t), u̇µn,ζn(t), ζn(t))

is uniformly integrable, here uµn,ζn denotes the W 2,2
H ([0, T ])-anti-periodic solution

associated with (µn, ζn) ∈ M1
+(Y ) ×Z of the inclusion{

üµn,ζn(t) + γu̇µn,ζn(t) ∈ f(t, uµn,ζn(t), ζn(t)) + ∂(
∫
Y ϕ(., y)dµn(y))(uµn,ζn(t))

uµn,ζn(T ) = −uµn,ζn(0), u̇µn,ζn(T ) = −u̇µn,ζn(0)

Let DY be a dense subset of M1
+(Y ) and let us consider the problem

(PD,Z) = inf
(µ,ζ)∈D×Z

∫ T

0
J(t, uµ,ζ(t), u̇µ,ζ(t), ζ(t))dt

(PM1
+(Y ),R) = inf

(µ,ν)∈M1
+(Y )×R

∫ T

0
[
∫

Z
J(t, uµ,ν(t), u̇µ,ν(t), z)dνt(z)]dt
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here uµ,ζ is the W 2,2
H ([0, T ])-anti-periodic solution associated with (µ, ζ) ∈ DY × Z

of the inclusion{
üµ,ζ(t) + γu̇µ,ζ(t) ∈ f(t, uµ,ζ(t), ζ(t)) + ∂(

∫
Y ϕ(., y)dµ(y))(uµ,ζ(t))

uµ,ζ(T ) = −uµ,ζ(0), u̇µ,ζ(T ) = −u̇µ,ζ(0)

and uµ,ν is the W 2,2
H ([0, T ])-anti-periodic solution associated with (µ, ν) ∈ M1

+(Y )×
R of the inclusion{

üµ,ν(t) + γu̇µ,ν(t) ∈
∫
Z f(t, uµ,ν(t), z)dνt(z) + ∂(

∫
Y ϕ(., y)dµ(y))(uµ,ν(t))

uµ,ν(T ) = −uµ,ν(0), u̇µ,ν(T ) = −u̇µ,ν(0)

Then we have
inf(PDY ,Z) = min(PM1

+(Y ),R)

Proof. Let us recall that Z is dense in R with respect to the stable topology ([12],
Lemma 7.1.1) and DY is dense in M1

+(Y ) by hypothesis. Now let (µ, ν) ∈ M1
+(Y )×

R. Let (µn, ζn) be a sequence in DY ×Z stably converging to (µ, ν). Let us denote
by uµn,ζn (resp. uµ,ν) the W 2,2-antiperiodic solution associated with (µn, ζn) and
(µ, ν) respectively, namely{

üµn,ζn(t) + γu̇µn,ζn(t) ∈ f(t, uµn,ζn(t), ζn(t)) + ∂(
∫
Y ϕ(., y)dµn(y))(uµn,ζn(t))

uµn,ζn(T ) = −uµn,ζn(0), u̇µn,ζn(T ) = −u̇µn,ζn(0){
üµ,ν(t) + γu̇µ,ν(t) ∈

∫
Z f(t, uµ,ν(t), z)dνt(z) + ∂(

∫
Y ϕ(., y)dµ(y))(uµ,ν(t))

uµ,ν(T ) = −uµ,ν(0), u̇µ,ν(T ) = −u̇µ,ν(0)
Arguing as in the proof of Theorem 4.1 we may assume that (u̇µn,ζn) and (uµn,ζn)
pointwisely converges to u̇µ,ν and uµ,ν respectively. Using the fiber product of Young
measures, see Proposition 2.1 or ([12], Theorem 2.3.1), we conclude that

(δuµn,ζn ⊗ δu̇µn,ζn ⊗ δζn)

stably converges to
(δuµ,ν ⊗ δu̇µ,ν ⊗ ν).

By our assumption, the sequence

(t → J(t, uµn,ζn(t), u̇µn,ζn(t), ζn(t))

is uniformly integrable, so that, in view of the preceding convergences and Propo-
sition 2.2 or Theorem 6.3.5 in [12], we get

lim
n→∞

∫ T

0
J(t, uµn,ζn(t), u̇µn,ζn(t), ζn(t)dt

=
∫ T

0
[
∫

Z
J(t, uµ,ν(t), u̇µ,ν(t), z)dνt(z)]dt.

As ∫ T

0
J(t, uµn,ζn(t), u̇µn,ζn(t), ζn(t)dt ≥ inf(PD,Z)

for all n ∈ N, it follows that∫ T

0
[
∫

Z
J(t, uµ,ν(t), u̇µ,ν(t), z)dνt(z)]dt ≥ inf(PD,Z).
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As (µ, ν) ∈ M1
+(Y ) ×R is arbitrary given in M1

+(Y ) ×R we get

inf(PM1
+(Y ),R) ≥ inf(PD,Z).

But

inf(PD,Z) ≥ inf(PM1
+(Y ),R)

consequently
inf(PD,Z) = inf(PM1

+(Y ),R).

We complete the proof by observing that the set of solutions

{uµ,ν : (µ, ν) ∈ M1
+(Y ) ×R}

is compact by repeating the arguments of Theorem 4.1 so that

inf(PM1
+(Y ),R) = min(PM1

+(Y ),R).

¤

We finish our paper by proceeding to a variational convergence result. Compare
with Theorem 2.3 in [2].

Theorem 4.3. Let H = Rd, γ ∈ R, fn ∈ L2
Rd([0, T ]), ϕn, ϕ : Rd → [0, +∞] are

proper, convex, l.s.c, even with ϕn(0) = ϕ(0) = 0,∀n ∈ N. Let un denote the unique
W 2,2

Rd ([0, T ]) anti-periodic solution of{
ün(t) + γu̇n(t) ∈ fn(t) + ∂ϕn(un(t)), a.e. t ∈ [0, T ],
un(T ) = −un(0), u̇n(T ) = −u̇n(0).

Assume that
(H1): (fn) weakly converges to f ∈ L2

Rd([0, T ]).
(H2): (ϕn) epiconverges to ϕ.
Then, up to extracted subsequences, (un) converges pointwisely to an anti-periodic
W 2,2

Rd ([0, T ]) solution u of the inclusion{
ü + γu̇ − f ∈ ∂Iϕ(u),
u(T ) = −u(0), u̇(T ) = −u̇(0).

with
∫ T
0 ϕ(u(t))dt < +∞, here ∂Iϕ denotes the subdifferential of the convex integral

functional Iϕ defined on L2
Rd([0, T ]) by

Iϕ(u) =
{ ∫ T

0 ϕ(u(t))dt if
∫ T
0 ϕ(u(t))dt is finite

+∞ otherwise.

Proof. Step 1 Thanks to the estimate ||ün||L2
Rd

≤ ||fn||L2
Rd

and according to (H1)
and the anti-periodicity of (un) and u̇n, we have that

sup
n≥1

||u̇n||C
Rd ([0,T ]) < +∞ and sup

n≥1
||un||C

Rd ([0,T ]) < +∞.

Further using the inclusion

ün(t) + γu̇n(t) ∈ fn(t) + ∂ϕn(un(t))



156 C. CASTAING AND T. HADDAD

and repeating the computations given in the proof of Proposition 3.4 involving the
chain rule formula, we get the estimate,

(∗) sup
n≥1

sup
t∈[0,T ]

ϕn(un(t)) ≤ L(= constant).

We may assume that limn→∞ un(0) = u0 ∈ Rd, limn→∞ u̇n(0) = v0 ∈ Rd and there
is w ∈ L2

Rd([0, T ]) such that

lim
n→∞

∫ T

0
〈h, ün〉dt =

∫ T

0
〈h,w〉dt

for every h ∈ L2
Rd([0, T ]). Let us set v(t) := v0 +

∫ t
0 w(s)ds for all t ∈ [0, T ]. Then∫ t

0
w(s)ds = lim

n→∞

∫ t

0
ün(s)ds = lim

n→∞
[u̇n(t) − u̇n(0)] = lim

n→∞
u̇n(t) − v0

Hence limn→∞ u̇n(t) =
∫ t
0 w(s)ds+ v0 = v(t) for all t ∈ [0, T ]. In particular we have

−v(0) = −v0 = lim
n→∞

u̇n(T ) =
∫ T

0
w(s)ds + v0 = v(T ).

As un(t) = un(0) +
∫ t
0 u̇n(s)ds for all t ∈ [0, T ], using the boundedness of (u̇n), and

the dominated convergence theorem, we have

lim
n→∞

un(t) = lim
n→∞

un(0) + lim
n→∞

∫ t

0
u̇n(s)ds = u0 +

∫ t

0
v(s)ds ∀t ∈ [0, T ].

Let us set u(t) = u0 +
∫ t
0 v(s)ds for all t ∈ [0, T ]. Then

−u(0) = −u0 = lim
n→∞

un(T ) =
∫ T

0
v(s)ds + u0 = u(T ).

Hence (un) converges pointwisely to the antiperiodic W 2,2
Rd ([0, T ]) fonction u with

ü = w and u̇ = v. And we have∫ T

0
ϕ(u(t))dt ≤ lim inf

n

∫ T

0
ϕn(un(t))dt ≤ LT < +∞

taking account into (H2) and (∗).
Step 2 u is solution of {

ü + γu̇ − f ∈ ∂Iϕ(u),
u(T ) = −u(0), u̇(T ) = −u̇(0).

with
∫ T
0 ϕ(u(t))dt ≤ LT < +∞, ∂Iϕ being the subdifferential of the convex integral

functional Iϕ defined on L2
Rd([0, T ]) by

Iϕ(u) =
{ ∫ T

0 ϕ(u(t))dt if
∫ T
0 ϕ(u(t))dt is finite

+∞ otherwise.

For simplicity let zn := ün + γu̇n − fn and z := ü + γu̇ − f . Then

(∗∗) zn(t) ∈ ϕn(un(t))

a.e. Further it is not difficult to show that (u̇n) converges weakly to u̇ in L2
Rd([0, T ]),

hence (zn) converges weakly in L2
Rd([0, T ]) to z. The proof will be achieved by using
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some facts developed in ([13], Lemma 3.4 and Lemma 3.7).
Fact 1 If hn, h are measurable mappings hn, h : [0, T ] → Rd such that (hn) point-
wisely converges to h. Then

lim inf
n→∞

∫
B

ϕn(hn(t))dt ≥
∫

B
ϕ(h(t))dt

for every measurable subset B of [0, T ], using (H2).
Fact 2 Let v ∈ L∞

Rd([0, T ]). Then there exists a bounded sequence (vn) in L∞
Rd([0, T ])

which pointwisely converges to v and such that

lim sup
n→∞

∫
B

ϕn(vn(t))dt ≤
∫

B
ϕ(v(t)dt

for every measurable subset B of [0, T ], using (H2) and the estimate (∗). From Fact
1 and the result obtained in Step 1, we have

+∞ > LT ≥ lim inf
n→∞

∫ T

0
ϕn(un(t))dt ≥

∫ T

0
ϕ(u(t))dt.

From (∗∗) we have

ϕn(v(t)) ≥ ϕn(un(t)) + 〈v(t) − un(t), zn(t)〉 a.e. t ∈ [0, T ]

for every v ∈ L∞
Rd([0, T ]). By integrating∫ T

0
ϕn(v(t))dt ≥

∫ T

0
ϕn(un(t))dt +

∫ T

0
〈v(t) − un(t), zn(t)〉dt.

For every v ∈ L∞
Rd([0, T ]), from Fact 2, there is a bounded sequence (vn) in

L∞
Rd([0, T ]) which converges pointwisely to v and such that

lim sup
n→∞

∫ T

0
ϕn(vn(t))dt ≤

∫ T

0
ϕ(v(t))dt.

Combining this with Fact 2 gives

lim
n→∞

∫ T

0
ϕn(vn(t))dt =

∫ T

0
ϕ(v(t))dt.

As

lim
n→∞

∫ T

0
〈v(t) − un(t), zn(t)〉dt =

∫ T

0
〈v(t) − u(t), z(t)〉dt

because the sequence (vn −un) is bounded in L∞
Rd([0, T ]) and converges pointwisely

to u− v and the sequence (zn) is uniformly integrable in L1
Rd([0, T ]) and converges

to z with respect to the weak topology of L2
Rd([0, T ]), then a fortiori converges

σ(L1
Rd([0, T ]), L∞

Rd([0, T ]) to z. Finally by combining these facts and by passing to
the limit when n → ∞ in the integral subdifferential inequality∫ T

0
ϕn(vn(t))dt ≥

∫ T

0
ϕn(un(t))dt +

∫ T

0
〈vn(t) − un(t), zn(t)〉dt

we get ∫ T

0
ϕ(v(t))dt ≥

∫ T

0
ϕ(u(t))dt +

∫ T

0
〈v(t) − u(t), z(t)〉dt.

Hence we conclude that z = ü + γu̇ ∈ ∂Iϕ(u) with Iϕ(u) ≤ LT < +∞. ¤
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[10] Y. Chen, X. Wang and H. Xu, Antiperiodic solutions for semilinear evolution equations, J.
Math. Anal. Appl. 273 (2002) 627-636.

[11] C. Castaing, A. Salvadori and L. Thibault, Functional evolution equations governed by non-
convex sweeeping process, J. Nonlinear Convex Anal. 2 (2001), 217-241.

[12] C. Castaing, P. Raynaud de Fitte and M. Valadier, Young Measures on Topological Spaces.
With Applications in Control Theory and Probability Theory, Kluwer Academic Publishers,
Dordrecht, 2004.

[13] C. Castaing, P. Raynaud de Fitte and A. Salvadori, Some variational convergence results with
application to evolution inclusions, Adv. Math. Econ, 8 (2006), 33-73.

[14] C. Castaing and M. Valadier, Convex Analysis and Measurable Multifunctions, Lecture Notes
in Mathematics, Vol. 580, Springer-Verlag, Berlin, 1977.

[15] J. F Couchourou and R. Precup, Anti-periodic solution for second order differential inclusions,
Elec. J. Differential Equations 2004 (2004) 1-17.
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