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# A GENERIC RESULT IN MINIMAX OPTIMIZATION 

ALEXANDER J. ZASLAVSKI


#### Abstract

In this paper we study a class of minimax problems on a complete metric space for which a cost function $f$ is a maximum of functions $f_{1}, \ldots, f_{n}$. Using porosity notion we show that for most of problems there exists a unique solution. Moreover, if $x$ is this unique solution, then the set of all $j \in\{1, \ldots, n\}$ satisfying $f_{j}(x)=f(x)$ is a singleton.


## 1. Introduction

The study of minimax problems is one of central topics in optimization theory. See, for example, [5-7] and the references mentioned therein. In this paper we consider a class of minimax problems

$$
\max \left\{f_{1}(x), \ldots, f_{n}(x)\right\} \rightarrow \min , x \in X
$$

where $n$ is a given natural number, $X$ is a complete metric space and $f_{1}, \ldots, f_{n}$ are continuous functions. Using the porosity notion we show that for most problems there exists a unique point of minimum $z \in X$ and a unique integer $j \in\{1, \ldots, n\}$ such that

$$
f_{j}(z)>f_{i}(z) \text { for all } i \in\{1, \ldots, n\} \backslash\{j\}
$$

Here, instead of considering a certain property for a single minimax problem, we investigate it for a class of minimax problems and show that this property holds for most of the problems in the class. This approach has already been successfully applied in many areas of Analysis. See, for example, [1-4, 8-10].

Before we continue we recall the concept of porosity [4].
Let $(Y, d)$ be a complete metric space. We denote by $B_{d}(y, r)$ the closed ball of center $y \in Y$ and radius $r>0$. A subset $E \subset Y$ is called porous with respect to $d$ (or just porous if the metric is understood) if there exist $\alpha \in(0,1]$ and $r_{0}>0$ such that for each $r \in\left(0, r_{0}\right]$ and each $y \in Y$ there exists $z \in Y$ for which

$$
B_{d}(z, \alpha r) \subset B_{d}(y, r) \backslash E
$$

A subset of the space $Y$ is called $\sigma$-porous with respect to $d$ (or just $\sigma$-porous if the metric is understood) if it is a countable union of porous (with respect to $d$ ) subsets of $Y$.

The following definition was introduced in [10].
Assume that $Y$ is a nonempty set and $d_{1}, d_{2}: Y \times Y \rightarrow[0, \infty)$ are metrics which satisfy $d_{1}(x, y) \leq d_{2}(x, y)$ for all $x, y \in Y$.

A subset $E \subset Y$ is called porous with respect to the pair ( $d_{1}, d_{2}$ ) (or just porous if the pair of metrics is understood) if there exist $\alpha \in(0,1]$ and $r_{0}>0$ such that

[^0]for each $r \in\left(0, r_{0}\right]$ and each $x \in Y$ there exists $y \in Y$ for which
$$
d_{2}(y, x) \leq r, B_{d_{1}}(y, \alpha r) \cap E=\emptyset .
$$

A subset of the space $Y$ is called $\sigma$-porous with respect to $\left(d_{1}, d_{2}\right)$ (or just $\sigma$ porous if the pair of metrics is understood) if it is a countable union of porous (with respect to $\left.\left(d_{1}, d_{2}\right)\right)$ subsets of $Y$.

In [10] we use this generalization of the porosity notion because in applications a space is usually endowed with a pair of metrics and one of them is weaker than the other. Note that porosity of a set with respect to one of these two metrics does not imply its porosity with respect to the other metric. However, the following proposition proved in [10] shows that if a subset $E \subset Y$ is porous with respect to $\left(d_{1}, d_{2}\right)$, then $E$ is porous with respect to any metric which is weaker than $d_{2}$ and stronger than $d_{1}$.

Proposition 1.1. Let $k_{1}$ and $k_{2}$ be positive numbers and $d: Y \times Y \rightarrow[0, \infty)$ be a metric such that $k_{1} d(x, y) \geq d_{1}(x, y)$ and $k_{2} d(x, y) \leq d_{2}(x, y)$ for all $x, y \in Y$. Assume that a set $E \subset Y$ is porous with respect to $\left(d_{1}, d_{2}\right)$. Then $E$ is porous with respect to $d$.

## 2. Well-posedness of optimization problems

We use the convention that $\infty / \infty=1$. For each function $f: X \rightarrow[-\infty, \infty]$, where $X$ is nonempty, we set

$$
\inf (f)=\inf \{f(x): x \in X\} .
$$

We consider a metric space ( $X, \rho$ ) which is called the domain space and a topological space $\mathcal{A}$ with the topology $\tau$ which is called the data space [8]. We always consider the set $X$ with the topology generated by the metric $\rho$.

We assume that with every $a \in \mathcal{A}$ a lower semicontinuous function $f_{a}$ on $X$ is associated with values in $\bar{R}=[-\infty, \infty]$.

Let $a \in \mathcal{A}$. We say that the minimization problem for $f_{a}$ on ( $X, \rho$ ) is well-posed if $\inf \left(f_{a}\right)$ is finite and attained at a unique point $x_{a} \in X$ and the following assertion holds:

For each $\epsilon>0$ there exists $\delta>0$ such that if $z \in X$ satisfies $f_{a}(z) \leq \inf \left(f_{a}\right)+\delta$, then $\rho\left(x_{a}, z\right) \leq \epsilon$.

The following notion was introduced in [8].
Let $a \in \mathcal{A}$. We say that the minimization problem for $f_{a}$ on $(X, \rho)$ is strongly well-posed with respect to $(\mathcal{A}, \tau)$ if $\inf \left(f_{a}\right)$ is finite and attained at a unique point $x_{a} \in X$ and the following assertion holds:

For each $\epsilon>0$ there exists a neighborhood $\mathcal{V}$ of $a$ in $\mathcal{A}$ with the topology $\tau$ and $\delta>0$ such that for each $b \in \mathcal{V}, \inf \left(f_{b}\right)$ is finite and if $z \in X$ satisfies $f_{b}(z) \leq$ $\inf \left(f_{b}\right)+\delta$, then $\rho\left(x_{a}, z\right) \leq \epsilon$ and $\left|f_{b}(z)-f_{a}\left(x_{a}\right)\right| \leq \epsilon$.

If $(\mathcal{A}, d)$ is a metric space and $\tau$ is a topology generated by the metric $d$, then "strongly well-posedness with respect to $(\mathcal{A}, \tau)$ " will be sometimes replaced by "strongly well-posedness with respect to $(\mathcal{A}, d)$ ".

Assume that $d_{1}, d_{2}: \mathcal{A} \times \mathcal{A} \rightarrow[0, \infty)$ be metrics such that $d_{1}(a, b) \leq d_{2}(a, b)$ for all $a, b \in \mathcal{A}$. In our study we use the following hypotheses about the functions introduced in [10].
(H1) If $a \in \mathcal{A}, \inf \left(f_{a}\right)$ is finite, $\left\{x_{n}\right\}_{n=1}^{\infty} \subset X$ is a Cauchy sequence and the sequence $\left\{f_{a}\left(x_{n}\right)\right\}_{n=1}^{\infty}$ is bounded, then the sequences $\left\{x_{n}\right\}_{n=1}^{\infty}$ converges in $X$.
(H2) For each $\epsilon>0$ and each integer $m \geq 1$ there exist numbers $\delta>0$ and $r_{0}>0$ such that the following property holds:

For each $a \in \mathcal{A}$ satisfying $\inf \left(f_{a}\right) \leq m$ and each $r \in\left(0, r_{0}\right]$ there exist $\bar{a} \in \mathcal{A}$ and $\bar{x} \in X$ such that

$$
d_{2}(a, \bar{a}) \leq r, \inf \left(f_{\bar{a}}\right) \leq m+1
$$

and that for each $z \in X$ satisfying

$$
f_{\bar{a}}(z) \leq \inf \left(f_{\bar{a}}\right)+\delta r
$$

the inequality $\rho(z, \bar{x}) \leq \epsilon$ holds.
(H3) For each integer $n \geq 1$ there exist $\alpha \in(0,1)$ and $r_{0}>0$ such that for each $r \in\left(0, r_{0}\right]$, each $a, b \in \mathcal{A}$ satisfying $d_{1}(a, b) \leq \alpha r$ and each $x \in X$ satisfying $\min \left\{f_{a}(x), f_{b}(x)\right\} \leq n$ the relation $\left|f_{a}(x)-f_{b}(x)\right| \leq r$ is valid.

The following variational principle was established in [10, Theorem 3.2].
Theorem 2.1. Assume that (H1), (H2) and (H3) hold and that $\inf \left(f_{a}\right)$ is finite for each $a \in \mathcal{A}$. Then there exists a set $\mathcal{B} \subset \mathcal{A}$ such that $\mathcal{A} \backslash \mathcal{B}$ is $\sigma$-porous with respect to $\left(d_{1}, d_{2}\right)$ and that for each $a \in \mathcal{B}$ the minimization problem for $f_{a}$ on $(X, \rho)$ is strongly well-posed with respect to $\left(\mathcal{A}, d_{1}\right)$.

## 3. A porosity Result

Let $(X, \rho)$ be a complete metric space and $n$ be a natural number.
Denote by $\mathcal{M}$ the set of all functions $f=\left(f_{1}, \ldots, f_{n}\right): X \rightarrow R^{n}$ such that for each $i \in\{1, \ldots, n\}$ the function $f_{i}: X \rightarrow R^{1}$ is continuous and the function

$$
x \rightarrow \max \left\{f_{i}(x): i=1, \ldots, n\right\}, x \in X
$$

is bounded from below on $X$.
For $f=\left(f_{1}, \ldots, f_{n}\right), g=\left(g_{1}, \ldots, g_{n}\right) \in \mathcal{M}$ set

$$
\begin{gather*}
\tilde{d}(f, g)=\sup \left\{\left|f_{i}(x)-g_{i}(x)\right|: x \in X, i=1, \ldots, n\right\}  \tag{3.1}\\
d(f, g)=\tilde{d}(f, g)(1+\tilde{d}(f, g))^{-1}
\end{gather*}
$$

Here we use the convention that $\infty / \infty=1$.
It is not difficult to see that the metric space $(\mathcal{M}, d)$ is complete.
For each $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{M}$ define a function $\max \left\{f_{1}, \ldots, f_{n}\right\}: X \rightarrow R^{1}$ by

$$
\left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)(x)=\max \left\{f_{1}(x), \ldots, . f_{n}(x)\right\}, x \in X
$$

In this section we prove the following porosity result.
Theorem 3.1. There exists a set $\mathcal{F} \subset \mathcal{M}$ such that its complement $\mathcal{M} \backslash \mathcal{F}$ is $\sigma$ porous with respect to $d$ and that for each $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{F}$ the minimization problem for $\max \left\{f_{1}, \ldots, f_{n}\right\}$ on $(X, \rho)$ is strongly well-posed with respect to $(\mathcal{M}, d)$.
Proof. We prove the theorem as a realization of the variational principle established by Theorem 2.1.

Set $\mathcal{A}=\mathcal{M}$. For each $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}$ define

$$
f_{a}=\max \left\{a_{1}, \ldots, a_{n}\right\}
$$

Set $d_{1}=d_{2}=d$. We show that (H1), (H2) and (H3) hold. It is not difficult to see that (H1) and (H3) are true. We show that (H2) holds.

Let $\epsilon \in(0,1)$. Choose a positive number $\delta$ such that

$$
\begin{equation*}
\delta<\epsilon / 4 \tag{3.2}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{M} \text { and } r \in(0,1] . \tag{3.3}
\end{equation*}
$$

Choose $\bar{x} \in X$ such that

$$
\begin{equation*}
\max \left\{f_{1}, \ldots, f_{n}\right\}(\bar{x}) \leq \inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)+\delta r \tag{3.4}
\end{equation*}
$$

and define $\bar{f}=\left(\bar{f}_{1}, \ldots, \bar{f}_{n}\right) \in \mathcal{M}$ by

$$
\begin{equation*}
\bar{f}_{i}(x)=f_{i}(x)+2 \delta r \epsilon^{-1} \min \{\rho(x, \bar{x}), 1\}, x \in X, i=1, \ldots, n . \tag{3.5}
\end{equation*}
$$

By (3.1), (3.5) and (3.2),

$$
\begin{equation*}
d(f, \bar{f}) \leq \tilde{d}(f, \bar{f}) \leq 2 \delta r \epsilon^{-1} \leq r . \tag{3.6}
\end{equation*}
$$

It follows from (3.5), (3.2) and (3.3) that for each $x \in X$

$$
\begin{aligned}
\max \left\{\bar{f}_{1}, \ldots, \bar{f}_{n}\right\}(x) & =2 \delta r \epsilon^{-1} \min \{\rho(x, \bar{x}), 1\}+\max \left\{f_{1}, \ldots, f_{n}\right\}(x) \\
& \leq \max \left\{f_{1}, \ldots, f_{n}\right\}(x)+1
\end{aligned}
$$

and

$$
\begin{equation*}
\inf \left(\max \left\{\bar{f}_{1}, \ldots, \bar{f}_{n}\right\}\right) \leq \inf \left\{\max \left\{f_{1}, \ldots, f_{n}\right\}\right)+1 \tag{3.7}
\end{equation*}
$$

Assume that $x \in X$ satisfies

$$
\begin{equation*}
\max \left\{\bar{f}_{1}, \ldots, \bar{f}_{n}\right\}(x) \leq \inf \left(\max \left\{\bar{f}_{1}, \ldots, \bar{f}_{n}\right\}\right)+\delta r . \tag{3.8}
\end{equation*}
$$

By (3.5), (3.8) and (3.4)

$$
\begin{aligned}
& \max \left\{f_{1}, \ldots, f_{n}\right\}(x)+2 \delta r \epsilon^{-1} \min \{\rho(x, \bar{x}), 1\} \\
& =\max \left\{\bar{f}_{1}, \ldots, \bar{f}_{n}\right\}(x) \\
& \leq \max \left\{\bar{f}_{1}(\bar{x}), \ldots, \bar{f}_{n}(\bar{x})\right\}+\delta r \\
& =\max \left\{f_{1}(\bar{x}), \ldots, f_{n}(\bar{x})\right\}+\delta r \leq \max \left\{f_{1}(x), \ldots, f_{n}(x)\right\}+2 \delta r, \\
& \quad 2 \delta r \epsilon^{-1} \min \{\rho(x, \bar{x}), 1\} \leq 2 \delta r, \\
& \quad \rho(x, \bar{x}) \leq \epsilon .
\end{aligned}
$$

Thus (H2) holds. This completes the proof of the theorem.

## 4. Main Results

Let $(X, \rho)$ be a complete metric space and $n$ be a natural number. Consider the complete metric space $(\mathcal{M}, d)$ introduced in Section 3.

Denote by $\mathcal{F}_{0}$ the set of all $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{M}$ which have the following property:
(P1) There are $\delta, \epsilon>0$ and $j \in\{1, \ldots, n\}$ such that if $x \in X$ satisfies

$$
\max \left\{f_{1}, \ldots, f_{n}\right\}(x)<\inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)+\delta
$$

then

$$
f_{j}(x)>f_{i}(x)+\epsilon \text { for all } i \in\{1, \ldots, n\} \backslash\{j\}
$$

Proposition 4.1. Assume that $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{M}$, the minimization problem for the function $\max \left\{f_{1}, \ldots, f_{n}\right\}$ on $(X, \rho)$ is well-posed, $\bar{x} \in X$ satisfies

$$
\max \left\{f_{1}(\bar{x}), \ldots, f_{n}(\bar{x})\right\}=\inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)
$$

and $j \in\{1, \ldots, n\}$ satisfies

$$
f_{j}(\bar{x})>f_{i}(\bar{x}) \text { for all } i \in\{1, \ldots, n\} \backslash\{j\}
$$

Then $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{F}_{0}$.
Proof. Choose $\Delta>0$ such that

$$
\begin{equation*}
f_{j}(\bar{x})>f_{i}(\bar{x})+4 \Delta \text { for all } i \in\{1, \ldots, n\} \backslash\{j\} \tag{4.1}
\end{equation*}
$$

Since $f_{1}, \ldots, f_{n}$ are continuous functions there is $\epsilon>0$ such that if $x \in X$ satisfies $\rho(x, \bar{x}) \leq \epsilon$, then

$$
\begin{equation*}
\left|f_{i}(x)-f_{i}(\bar{x})\right| \leq \Delta / 8, i=1, \ldots, n \tag{4.2}
\end{equation*}
$$

Since the minimization problem for the function $\max \left\{f_{1}, \ldots, f_{n}\right\}$ is well-posed on $(X, \rho)$ there is $\delta>0$ such that if $x \in X$ satisfies

$$
\begin{equation*}
\max \left\{f_{1}, \ldots, f_{n}\right\}(x) \leq \inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)+\delta \tag{4.3}
\end{equation*}
$$

then

$$
\begin{equation*}
\rho(x, \bar{x}) \leq \epsilon \tag{4.4}
\end{equation*}
$$

Assume now that $x \in X$ satisfies (4.3). Then (4.4) holds. By (4.4) and the definition of $\epsilon$ the inequality (4.2) is valid for $i=1, \ldots, n$. It follows from (4.2) and (4.1) that for all $i \in\{1, \ldots, n\} \backslash\{j\}$

$$
\begin{aligned}
f_{j}(x) & \geq f_{j}(\bar{x})-\Delta / 8 \geq f_{i}(\bar{x})+4 \Delta-\Delta / 8 \\
& \geq f_{i}(x)-\Delta / 8+4 \Delta-\Delta / 8 \geq f_{i}(x)+3 \Delta
\end{aligned}
$$

Thus $f \in \mathcal{F}_{0}$. Proposition 4.1 is proved.
Proposition 4.2. The set $\mathcal{F}_{0}$ is open.
Proof. Let $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{F}_{0}$ and let $\epsilon, \delta>0, j \in\{1, \ldots, n\}$ be as guaranteed by property ( P 1 ). We may assume that

$$
\begin{equation*}
\delta<\min \{1, \epsilon\} / 4 \tag{4.5}
\end{equation*}
$$

Assume that $g=\left(g_{1}, \ldots, g_{n}\right) \in \mathcal{M}$ satisfies

$$
\begin{equation*}
d(g, f) \leq \delta / 16 \tag{4.6}
\end{equation*}
$$

We show that $g \in \mathcal{F}_{0}$. (3.1) and (4.6) imply that

$$
\begin{equation*}
\tilde{d}(f, g)=d(f, g)(1-d(f, g))^{-1} \leq 2 \delta / 16=\delta / 8 \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f_{i}(x)-g_{i}(x)\right| \leq \delta / 8, x \in X, i=1, \ldots, n \tag{4.8}
\end{equation*}
$$

Assume that $x \in X$ satisfies

$$
\begin{equation*}
\max \left\{g_{1}(x), \ldots g_{n}(x)\right\} \leq \inf \left(\max \left\{g_{1}, \ldots, g_{n}\right\}\right)+\delta / 8 \tag{4.9}
\end{equation*}
$$

It follows from (4.8) and (4.9) that

$$
\begin{aligned}
\max \left\{f_{1}(x), \ldots, f_{n}(x)\right\} & \leq \max \left\{g_{1}(x), \ldots, g_{n}(x)\right\}+\delta / 8 \\
& \leq \inf \left(\max \left\{g_{1}, \ldots, g_{n}\right\}\right)+\delta / 4 \\
& \leq \inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)+3 \delta / 8
\end{aligned}
$$

By this inequality and (P1) with $\epsilon, \delta$

$$
\begin{equation*}
f_{j}(x)>f_{i}(x)+\epsilon \text { for all } i \in\{1, \ldots, n\} \backslash\{j\} . \tag{4.10}
\end{equation*}
$$

It follows from (4.8), (4.10) and (4.5) that for al $i \in\{1, \ldots, n\} \backslash\{j\}$

$$
\begin{aligned}
g_{j}(x) & \geq f_{j}(x)-\delta / 8 \geq f_{i}(x)+\epsilon-\delta / 8 \\
& \geq g_{i}(x)-\delta / 8+\epsilon-\delta / 8 \geq g_{i}(x)+\epsilon / 2
\end{aligned}
$$

Thus $g \in \mathcal{F}_{0}$. Proposition 4.2 is proved.
Proposition 4.3. The set $\mathcal{F}_{0}$ is an everywhere dense subset of $(\mathcal{M}, d)$.
Proof. Let $g=\left(g_{1}, \ldots, g_{n}\right) \in \mathcal{M}, \epsilon>0$. We show that there is $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{F}_{0}$ such that $\tilde{d}(f, g) \leq \epsilon$. By Theorem 3.1 there exists $h=\left(h_{1}, \ldots, h_{n}\right) \in \mathcal{M}$ such that

$$
\begin{equation*}
\tilde{d}(g, h) \leq \epsilon / 4 \tag{4.11}
\end{equation*}
$$

and the minimization problem for $\max \left\{g_{1}, \ldots, g_{n}\right\}$ is strongly well-posed on $(X, \rho)$ with respect to $(\mathcal{M}, d)$. There is $\bar{x} \in X$ such that

$$
\begin{equation*}
\max \left\{h_{1}(\bar{x}), \ldots, h_{n}(\bar{x})\right\}=\inf \left(\max \left\{h_{1}, \ldots, h_{n}\right\}\right) \tag{4.12}
\end{equation*}
$$

and the following property holds:
(P2) For each $\gamma>0$ there is $\delta>0$ such that if $z \in X$ satisfies

$$
\max \left\{h_{1}(z), \ldots, h_{n}(z)\right\} \leq \inf \left(\max \left\{h_{1}, \ldots, h_{n}\right\}\right)+\delta
$$

then $\rho(z, \bar{x}) \leq \gamma$.
There is $j \in\{1, \ldots, n\}$ such that

$$
\begin{equation*}
h_{j}(\bar{x})=\max \left\{h_{1}(\bar{x}), \ldots, h_{n}(\bar{x})\right\} \tag{4.13}
\end{equation*}
$$

Since the functions $h_{1}, \ldots, h_{n}$ are continuous there is

$$
\begin{equation*}
\delta_{0} \in(0, \min \{1, \epsilon\} / 8) \tag{4.14}
\end{equation*}
$$

such that the following property holds:
(P3) If $i \in\{1, \ldots, n\}$ and $x \in X$ satisfies $\rho(x, \bar{x}) \leq \delta_{0}$, then $\left.\mid h_{i}(x)-h_{i} \bar{x}\right) \mid \leq \epsilon / 8$.
Define a continuous function $\psi:[0, \infty) \rightarrow[0,1]$ by

$$
\begin{equation*}
\psi(t)=1, t \in\left[0, \delta_{0} / 2\right], \psi(t)=2-(2 t) / \delta_{0}, t \in\left[\delta_{0} / 2, \delta_{0}\right] \tag{4.15}
\end{equation*}
$$

$$
\psi(t)=0, t \in\left[\delta_{0}, \infty\right)
$$

and set

$$
\begin{equation*}
\phi(x)=\psi(\rho(x, \bar{x})), x \in X \tag{4.16}
\end{equation*}
$$

Define $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{M}$ as follows. For $i \in\{1, \ldots, n\} \backslash\{j\}$ set

$$
\begin{equation*}
f_{i}(x)=(1-\phi(x)) h_{i}(x)+\phi(x)\left[h_{i}(\bar{x})+\rho(x, \bar{x})-\epsilon / 2\right], x \in X \tag{4.17}
\end{equation*}
$$

and define

$$
\begin{equation*}
f_{j}(x)=(1-\phi(x)) h_{j}(x)+\phi(x)\left[h_{j}(\bar{x})+\rho(x, \bar{x})-\epsilon / 4\right], x \in X \tag{4.18}
\end{equation*}
$$

By (4.17) and (4.18) for $i \in\{1, \ldots, n\}$ and $x \in X$

$$
\begin{equation*}
\left|f_{i}(x)-h_{i}(x)\right| \leq \phi(x)\left[\left|h_{i}(\bar{x})-h_{i}(x)\right|+\rho(x, \tilde{x})+\epsilon / 2\right] . \tag{4.19}
\end{equation*}
$$

By (4.19), (4.15), (4.16), property (P3) and (4.14)

$$
\begin{aligned}
& \sup \left\{\mid f_{i}(x)\right. \\
& \left.\quad-h_{i}(x) \mid: x \in X, i=1, \ldots, n\right\} \\
& \quad \leq \epsilon / 2+\sup \left\{\phi(x)\left[\left|h_{i}(x)-h_{i}(\bar{x})\right|+\rho(x, \bar{x})\right]: x \in X, i=1, \ldots, n\right\} \\
& \quad=\epsilon / 2+\sup \left\{\phi(x)\left[\left|h_{i}(x)-h_{i}(\bar{x})\right|+\rho(x, \bar{x})\right]:\right. \\
& \left.\quad i=1, \ldots, n \text { and } x \in X \text { satisfies } \rho(x, \bar{x}) \leq \delta_{0}\right\} \\
& \quad \leq \epsilon / 2+\delta_{0}+\sup \left\{\left|h_{i}(x)-h_{i}(\bar{x})\right|:\right. \\
& \left.\quad i=1, \ldots, n \text { and } x \in X \text { satisfies } \rho(x, \bar{x}) \leq \delta_{0}\right\} \\
& \quad \\
& \quad \leq \epsilon / 2+\delta_{0}+\epsilon / 8 \\
& \leq \epsilon / 2+\epsilon / 4
\end{aligned}
$$

and

$$
\tilde{d}(f, h) \leq \epsilon / 2+\epsilon / 4
$$

Combined with (4.11) this implies that

$$
\begin{equation*}
\tilde{d}(g, f) \leq \tilde{d}(g, h)+\tilde{d}(h, f) \leq \epsilon \tag{4.20}
\end{equation*}
$$

We show that $f \in \mathcal{F}_{0}$. By (4.18), (4.15) and (4.16)

$$
\begin{equation*}
f_{j}(\bar{x})=h_{j}(\bar{x})-\epsilon / 4, \tag{4.21}
\end{equation*}
$$

$$
\begin{equation*}
f_{i}(\bar{x})=h_{i}(\bar{x})-\epsilon / 2, i \in\{1, \ldots, n\} \backslash\{j\} \tag{4.22}
\end{equation*}
$$

In view of (4.13), (4.21) and (4.22)

$$
\begin{equation*}
f_{j}(\bar{x}) \geq f_{i}(\bar{x})+\epsilon / 4, i \in\{1, \ldots, n\} \backslash\{j\} \tag{4.23}
\end{equation*}
$$

Assume that $x \in X$ saisfies

$$
\begin{equation*}
\rho(x, \bar{x}) \geq \delta_{0} \tag{4.24}
\end{equation*}
$$

It follows from $(4.24),(4.17),(4.18),(4.15),(4.16),(4.13)$ and $(4.21)$ that for all $i \in\{1, \ldots, n\}$

$$
f_{i}(x)=h_{i}(x)
$$

$$
\begin{aligned}
\max \left\{f_{i}(x): i=1, \ldots, n\right\} & =\max \left\{h_{i}(x): i=1, \ldots, n\right\} \\
& \geq \max \left\{h_{i}(\bar{x}): i=1, \ldots, n\right\}=h_{j}(\bar{x})=f_{j}(\bar{x})+\epsilon / 4
\end{aligned}
$$

Thus (4.23) implies that
(4.25) $\max \left\{f_{i}(x): i=1, \ldots, n\right\} \geq f_{j}(\bar{x})+\epsilon / 4=\max \left\{f_{i}(\bar{x}): i=1, \ldots, n\right\}+\epsilon / 4$
for all $x \in X$ satisfying (4.24).
Assume that $x \in X$ satisfies

$$
\begin{equation*}
0<\rho(x, \bar{x})<\delta_{0} \tag{4.26}
\end{equation*}
$$

Then by property (P3)

$$
\begin{equation*}
\left|h_{i}(x)-h_{i}(\bar{x})\right| \leq \epsilon / 8 \tag{4.27}
\end{equation*}
$$

It follows from $(4.18),(4.27),(4.13),(4.15)$ and (4.16) that
(4.28) $\max \left\{f_{i}(x): i=1, \ldots, n\right\}$

$$
\begin{aligned}
& \geq f_{j}(x) \\
& =(1-\phi(x)) h_{j}(x)+\phi(x)\left[h_{j}(\bar{x})+\rho(x, \bar{x})-\epsilon / 4\right] \\
& \geq(1-\phi(x))\left[h_{j}(\bar{x})-\epsilon / 8\right]+\phi(x)\left[h_{j}(\bar{x})+\rho(x, \bar{x})-\epsilon / 4\right] \\
& =\phi(x)[\rho(x, \bar{x})-\epsilon / 4]-(\epsilon / 8)(1-\phi(x))+h_{j}(\bar{x}) \\
& =\phi(x) \rho(x, \bar{x})+h_{j}(\bar{x})-\epsilon / 8-(\epsilon / 8) \phi(x) \\
& \geq \phi(x) \rho(x, \bar{x})+h_{j}(\bar{x})-\epsilon / 4 .
\end{aligned}
$$

By (4.26), (4.15), (4.16), the inequality

$$
\phi(x) \rho(x, \bar{x})>0
$$

(4.28), (4.21) and (4.23)

$$
\begin{align*}
\max \left\{f_{i}(x): i=1, \ldots, n\right\} & >h_{j}(\bar{x})-\epsilon / 4  \tag{4.29}\\
& =f_{j}(\bar{x})=\max \left\{f_{i}(\bar{x}): i=1, \ldots, n\right\}
\end{align*}
$$

(4.25) and (4.29) imply that $\bar{x}$ is a unique solution for the minimization problem for $\max \left\{f_{1}, \ldots, f_{n}\right\}$ on $X$.

We show that the minimization problem for $\max \left\{f_{1}, \ldots, f_{n}\right\}$ on $(X, \rho)$ is wellposed.

Assume that

$$
\begin{align*}
\left\{x_{k}\right\}_{k=1}^{\infty} \subset X, \lim _{k \rightarrow \infty}\left(\operatorname { m a x } \left\{f_{1}\right.\right. & \left.\left., \ldots, f_{n}\right\}\right)\left(x_{k}\right)  \tag{4.30}\\
& =\inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)=\max \left\{f_{1}, \ldots, f_{n}\right\}(\bar{x})
\end{align*}
$$

We show that

$$
\lim _{i \rightarrow \infty} \rho\left(x_{i}, \bar{x}\right)=0
$$

Let us assume the converse. Then there are a subsequence $\left\{x_{i_{k}}\right\}_{k=1}^{\infty}$ and $\Delta>0$ such that

$$
\begin{equation*}
\rho\left(x_{i_{k}}, \bar{x}\right) \geq \Delta \text { for all natural numbers } k . \tag{4.31}
\end{equation*}
$$

Since (4.25) holds for all $x \in X$ satisfying (4.24) it follows from (4.30) that $\rho\left(x_{i}, \bar{x}\right)<$ $\delta_{0}$ for all sufficiently large $i$. We may assume without loss of generality that

$$
\begin{equation*}
\rho\left(x_{i}, \bar{x}\right)<\delta_{0} \text { for all natural numbres } i \text {. } \tag{4.32}
\end{equation*}
$$

By (4.21), (4.23), (4.30), (4.32), (4.31), (4.28), (4.15) and (4.16)

$$
\begin{align*}
h_{j}(\bar{x})-\epsilon / 4= & \limsup _{k \rightarrow \infty} \max \left\{f_{1}\left(x_{i_{k}}\right), \ldots, f_{n}\left(x_{i_{k}}\right)\right\} \\
\geq & \limsup _{k \rightarrow \infty} \phi\left(x_{i_{k}}\right) \rho\left(x_{i_{k}}, \bar{x}\right)+h_{j}(\bar{x})-\epsilon / 8-(\epsilon / 8) \phi\left(x_{i_{k}}\right) \\
= & h_{j}(\bar{x})-\epsilon / 4+\limsup _{k \rightarrow \infty}\left[\phi\left(x_{i_{k}}\right)\left(\rho\left(x_{i_{k}}, \bar{x}\right)+(\epsilon / 8)\left(1-\phi\left(x_{i_{k}}\right)\right)\right]\right. \\
& 0=\lim _{k \rightarrow \infty}\left[\phi\left(x_{i_{k}}\right) \rho\left(x_{i_{k}}, \bar{x}\right)+(\epsilon / 8)\left(1-\phi\left(x_{i_{k}}\right)\right)\right] . \tag{4.33}
\end{align*}
$$

$$
\lim _{k \rightarrow \infty} \phi\left(x_{i_{k}}\right)=0
$$

and

$$
\lim _{k \rightarrow \infty}\left(1-\phi\left(x_{i_{k}}\right)\right)=0
$$

The contradiction we have reached proves that $\lim _{i \rightarrow \infty} \rho\left(x_{i}, \bar{x}\right)=0$ and that the minimization problem for $\max \left\{f_{1}, \ldots f_{n}\right\}$ on $(X, \rho)$ is well-posed. Since $\bar{x}$ is a unique solution for the minimization problem for $\max \left\{f_{1}, \ldots, f_{n}\right\}$ on $X$ and $\bar{x}$ satisfies (4.23) it follows from Proposition 4.1 that $f \in \mathcal{F}_{0}$.

This completes the proof of the proposition.
Propositions 4.2 and 4.3 imply the following result.
Theorem 4.1. The set $\mathcal{F}_{0}$ is an open everywhere dense subset of $(\mathcal{M}, d)$.
Corollary 4.1. Let the metric space $(X, \rho)$ be a compact. Then for each $f=$ $\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{F}_{0}$ there are $\epsilon>0$ and $j \in\{1, \ldots, n\}$ such that if $x \in X$ satisfies

$$
\max \left\{f_{1}, \ldots, f_{n}\right\}(x)=\inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)
$$

then

$$
f_{j}(x) \geq f_{i}(x)+\epsilon \text { for all } i \in\{1, \ldots, n\} \backslash\{j\} .
$$

Corollary 4.2. Let the set $\mathcal{F}$ be as guaranteed by Theorem 3.1. Then for each $f=\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{F}_{0} \cap \mathcal{F}$ there is a unique $x_{f} \in X$ such that

$$
\max \left\{f_{1}, \ldots, f_{n}\right\}\left(x_{f}\right)=\inf \left(\max \left\{f_{1}, \ldots, f_{n}\right\}\right)
$$

and $j \in\{1, \ldots, n\}$ such that

$$
f_{j}\left(x_{f}\right)>f_{i}\left(x_{f}\right) \text { for all } i \in\{1, \ldots, n\} \backslash\{j\} .
$$
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